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Abstract—In order to achieve the best possible performance of a model predictive controller (MPC) for a given set of resources, the software algorithm and computational platform have to be designed simultaneously. Moreover, in practical applications the controller design problem has a multi-objective nature: performance is traded off against computational hardware resource usage, namely time, energy and space. This paper proposes formulating an MPC design problem as a multi-objective optimization (MOO) problem in order to explore the design trade-offs in a systematic way.

Since the design objectives in the resulting MOO problem are expensive to evaluate, i.e. evaluation requires time consuming simulations, most of the classical and evolutionary MOO algorithms cannot be employed for this class of design problems. For this reason a practical MOO algorithm that can deal with expensive-to-evaluate functions is presented. The algorithm is based on Kriging and the hypervolume criterion that was recently proposed in the expensive optimization literature. A numerical example for a fast gradient-based controller design shows that the proposed approach can efficiently explore optimal performance-resource trade-offs.

I. PERFORMANCE VS. TIME, ENERGY AND SPACE

Model predictive control (MPC) has already proven to be an efficient and reliable solution for a wide-range of applications, most of which are characterized by relatively slow dynamics. The necessity of solving an optimization problem at each sampling instance has traditionally been the main bottleneck that prevented more significant expansion of MPC, especially in relation to fast dynamic plants. Recent developments in communication technologies and hardware processing systems have sped up online optimization solvers and hence increased the potential application scope of MPC.

Most MPC and underlying optimization algorithms are designed at a high level of abstraction without regard to the intended hardware platform. This decoupled approach usually leads to inefficient utilization of available resources [1]. In contrast, the co-design approach implies simultaneous design of both software and hardware components in order to achieve the best possible performance for a given set of available resources. However, improvement of the closed-loop performance cannot be considered as the only design objective. In practice, there is a trade-off between performance and computational hardware resource usage. Resources that are required to perform computations include time, energy and space, which are also the functions of the MPC algorithm and hardware platform. Instead of looking for one optimal design (which often does not exist due to conflicts between objectives) engineers might make a decision based on the whole series of Pareto optimal designs, i.e. designs that cannot be improved in terms of one objective without worsening at least one of the other objectives.

The problem of investigating design trade-offs is usually formalized as a multi-objective optimization (MOO) problem. The main bottleneck that prevents efficient solution of MOO design problems in relation to MPC are the properties of the objective functions. For instance, it is difficult to derive a closed-form expression and hence obtain derivative information for evaluation of an MPC closed-loop cost function or hardware platform energy consumption. Even evaluation of these black-box functions usually requires time-consuming simulations. Functions with such properties are often called expensive functions and, analogously, optimization problems that involve expensive objective or constraint functions belong to the class of expensive optimization problems. Expensive optimization algorithms aim to find optimal points with a limited number of evaluations, which is usually done by modeling expensive functions based on evaluated points. In this paper, we propose an algorithmic solution for the generation of Pareto optimal MPC designs, which is based on a hypervolume criterion described in [2]. In contrast to generic implementation [3], the proposed algorithm speeds up the solution of expensive MOO problems by (i) parallelizing the evaluations and (ii) decoupling the objective function and constraint models, so that objective functions are not evaluated for infeasible designs. This is the first application of a systematic MOO method for co-design of an MPC algorithm and underlying computational platform.

II. OPTIMAL CONTROL PROBLEM FORMULATION

Consider the linear time-invariant state-space model:

\[ x_{k+1} = Ax_k + Bu_k, \] (1)

where \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times m} \), \( x_k \in \mathbb{R}^n \) is a vector of state variables and \( u_k \in \mathbb{R}^m \) is an input vector. The constrained optimal control problem with horizon length \( N \) for the system (1) is described by
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\[
\begin{align*}
\min_{u_0, \ldots, u_{N-1}} & \frac{1}{2} x_N^T P_d x_N + \frac{1}{2} \sum_{k=0}^{N-1} (x_k^T Q_d x_k + u_k^T R_d u_k) \\
\text{subject to} & \\
x_0 = \hat{x} \\
x_{k+1} &= A x_k + B u_k, \quad \text{for } k = 0, 1, \ldots, N - 1 \\
J x_k + F u_k &\leq h, \quad \text{for } k = 0, 1, \ldots, N - 1,
\end{align*}
\]

where \( Q_d \in \mathbb{S}_+^n, \ R_d \in \mathbb{S}_+^m \) and \( P_d \in \mathbb{S}_+^n \) are state,
input and terminal penalty matrices accordingly and \( \hat{x} \) is the current state estimate. \( \mathbb{S}_+^n(\mathbb{S}_+^m) \) denotes a set of positive
(semi-)definite matrices. Constraints are defined by \( J \in \mathbb{R}^{v \times n}, F \in \mathbb{R}^{v \times m} \) and \( h \in \mathbb{R}^v \), where \( v \) is the number of
constraints.

III. DESIGN OBJECTIVES

We assume that the optimal control problem (2) is formul-
ated as a quadratic programming (QP) problem and a QP
solver (e.g. fast gradient, interior-point) is to be implemented
on a field-programmable gate array (FPGA). The main
reason behind choosing an FPGA as a target platform is
customizability. Many hardware parameters, such as data
representation, parallelization level or clock frequency can be
easily varied on reconfigurable platforms in order to estimate
closed-loop performance and computational resource usage.
FPGA design flow involves three main stages:

1) High-level synthesis (HLS): Converting the C/C++
code with synthesis directives (e.g. loop unrolling or
pipelining) into low level hardware description lan-
guage (HDL) code.

2) Synthesis: The process of transforming HDL code into
a netlist, which shows the connection of all logic gates
and registers.

3) Place-and-route (P&R): Solving a set of optimization
problems in order to fit the netlist to a particular FPGA
platform. The outcome of P&R is a bitstream that can
be uploaded onto the FPGA.

At each stage of the design flow the objectives, which
are functions of the software \( p_s \) and hardware \( p_h \) design
parameter vectors, can be estimated:

1) Closed-loop performance. Since an FPGA typically
uses a data representation that is different from stan-
standard double precision floating point, separate software-
in-the-loop (SIL) and/or hardware-in-the-loop (HIL)
tests have to be conducted in order to verify the per-
formance. SIL requires the HLS stage to be finished,
while HIL can be performed only after complete circuit
synthesis. We measure the closed-loop cost function in
the following way:

\[
V(u,x) = \sum_{k=0}^{N_{sim} - 1} \left( \frac{1}{2} x_k^T Q_d x_k + \frac{1}{2} u_k^T R_d u_k \right),
\]

where \( u_k \) is the input to the plant and \( x_k \) is the state of
the plant at sampling instance \( k \). The number of
simulation samples \( N_{sim} \) has to be chosen to reflect
convergence or divergence of the controlled plant.
A set of simulations with different initial conditions
might be required in order to obtain a reliable estimate
of the performance.

2) Time. Timing information can be obtained at the HLS
stage, since the number of algorithm clock cycles is
completely defined by the registers in the circuit.
FPGA design considers algorithm execution time as a
constraint, rather than objective, since the synthesized
circuit is intended for one particular application. In
contrast, for CPU programming, where several pro-
grams share the same hardware, minimizing time is
an important objective.

3) Space. An FPGA designer often aims to minimize the
amount of silicon that is required for implementing a
particular control algorithm. An FPGA has the follow-
ings resources: flip-flops, lookup tables, block RAMs
and DSPs. We measure the silicon usage (or space us-
age) as the average relative utilization of each resource
type, assuming uniform utilization of all resources.
Estimation of this function can be obtained at any stage
of the design flow with different accuracies.

4) Energy consumption. There is seldom a linear corre-
respondence between circuit size and energy consump-
tion. For instance, in some cases it could be energy
efficient to create a large circuit by parallelizing all
computations in order to quickly perform all calcula-
tions and switch to idle mode. Power consumption
estimation can be obtained at the P&R stage.

The trade-off between the above discussed design objectives
can be formalized by formulating the MOO problem:

\[
\begin{align*}
\min_p & \quad f(p) := \begin{bmatrix} f_1(p) \\ \vdots \\ f_l(p) \end{bmatrix} \\
\text{subject to} & \quad p \in S,
\end{align*}
\]

where \( f(p) \) is an \( l \)-dimensional vector of design objectives
and \( S \) is a \( q \)-dimensional feasible decision space. Note that
for software and hardware co-design problems parameter
vector involves both software and hardware design variables
\( p = [p_s^T \ p_h^T]^T \).

The objective functions of the MOO problem (4) have the
following properties:

1) Absence of derivative information. There is no analytical
expressions for accurate estimation of the design
objectives.

2) Long function evaluation time. Each evaluation of the
listed functions requires time-consuming simulations
to be performed.

3) Noisiness. The same HLS code may result in different
values depending on a vendor’s software
version or other factors that are not taken into
account by conventional models.
Tackling the MOO problem (4) with the above described properties is discussed in the next section.

IV. MULTI-OBJECTIVE PROBLEM DEFINITION AND SOLUTION

A. Notations and definitions

In the context of problem (4), a point \( y' = f(p') : p' \in S \) is said to dominate \( y'' = f(p'') : p'' \in S \) iff \( \forall i \in \{1, \ldots, l\} : y'_i \leq y''_i \land y'_i \neq y''_i \), where \( y'_i = f_i(p') \) and \( y''_i = f_i(p'') \). The shorthand notation for this is \( y' \prec y'' \). Analogously, \( y' \preceq y'' \) means \( \forall i \in \{1, \ldots, l\} : y'_i \leq y''_i \).

The Pareto frontier is the set of all feasible non-dominated, i.e. Pareto optimal, points. \( P(U) \) is the set of feasible non-dominated points for a given set of evaluated points \( U \), i.e. the current approximation of the Pareto frontier.

B. Handling objective functions in (4)

The MOO problem can be scalarized, i.e. transformed into a single-objective problem, so that the solution of the scalarized problem is a single point on the Pareto front. The classical example of scalarizing is aggregating the objectives into a single function, although more sophisticated techniques might be used (e.g. [4]). This class of algorithms does not exploit similarities between consecutive single-objective problems, which results in increased number of expensive evaluations. Moreover, the resulting single-objective optimization problems may have unpleasant properties, due to the fact that expensive-to-evaluate objectives of the original MOO often appear in the constraints of scalarized problems.

An alternative way of tackling (4) is approximating the Pareto frontier directly. The review paper [5] outlines two classes of derivative-free algorithms for direct approximation of the Pareto frontier: direct multisearch methods (DMS), which is a multi-objective generalization of direct search algorithms, and evolutionary algorithms. Unfortunately, these approaches are not suitable for MPC design problems, since they typically require a relatively large amount of evaluations to converge.

In order to reduce the number of evaluations, [6] proposed a systematic way of building and updating a surrogate model of the original function. The main idea is to model the function using Gaussian process regression (Kriging) with a limited number of sampling points and to update the model by sampling new points with the highest expected improvement (EI). For a single function optimization expected improvement is defined as the expectation of the objective function decrease after sampling the certain new point. Maximizing the EI allows automatic balancing between exploration (improving the accuracy of unexplored regions) and exploitation (improving the regions that are likely to contain an optimal point).

For MOO the Pareto frontier approximation quality, and hence improvement, is often measured by means of the hypervolume. The hypervolume is defined as a set of points in the objective space \( \{y \leq y^\text{ref} \in \mathbb{R}^l : \exists y' \in P : y' \preceq y\} \), where \( y^\text{ref} \) is selected by a designer. In other words, a hypervolume is a set of points that (i) are dominated by at least one of the evaluated points and (ii) dominate the reference point. The Lebesgue measure of a hypervolume \( L(P, y^\text{ref}) \) defines the quality of the Pareto frontier approximation (Figure 1). The improvement in the hypervolume after sampling a new point \( y^\text{new} \) is given by:

\[
I(P, y^\text{new}) := L(P \cup \{y^\text{new}\}, y^\text{ref}) - L(P, y^\text{ref}).
\]

Based on (5), the expectation of improvement after evaluating a new point \( p \) is

\[
\text{EI}(p) = \int_{y \in \mathbb{R}^l} I(P, y) \text{PDF}_p(y) dy,
\]

where PDF is the probability density function of the objectives that comes from the Kriging model. A calculation procedure for computing EI (6) for a given Kriging model is explained in [2].

Similarly to the vast majority of interpolation methods, Kriging models the approximation as a weighted sum of the values surrounding approximated point. The weights are assigned based on a covariance function, which is typically a decreasing function of the distance between two points. A detailed discussion on choosing and tuning the covariance function is presented in [7].

The important distinctive feature of Kriging is the calculation of estimation error (variance \( \sigma \)) alongside with the estimation itself (expectation E). An example of a Kriging model for FPGA resource usage is presented in Figure 2. The 95% confidence interval was calculated under assumption of a normal distribution based on the variance: \( E \pm 1.96\sqrt{\sigma} \).

Calculation of expectation and variance for a given scalar function \( g(\cdot) \) is performed in the following way. Assume there is a vector of evaluated points \( z = [z_1 \ldots z_t] \), where \( z_i = g(p_i) \). In order to approximate the function value \( z_e \) at \( p_e \), covariance matrices have to be constructed:
fraction bits for data representation.

Fig. 2. Kriging model: FPGA silicon usage as a function of number of fraction bits for data representation.

\[
K := \begin{bmatrix}
\text{cov}(p_1, p_1) & \cdots & \text{cov}(p_1, p_r) \\
\vdots & \ddots & \vdots \\
\text{cov}(p_r, p_1) & \cdots & \text{cov}(p_r, p_r)
\end{bmatrix},
\]

\[
K_s := \begin{bmatrix}
\text{cov}(p_1, p_1) & \cdots & \text{cov}(p_s, p_r) \\
\vdots & \ddots & \vdots \\
\text{cov}(p_r, p_1) & \cdots & \text{cov}(p_s, p_s)
\end{bmatrix},
\]

where cov is covariance function. Based on covariance matrices, expectation and variance can be calculated:

\[
\mathbb{E}(z_s) = K_s K^{-1} z,
\]

\[
\sigma(z_s) = K_s - K_s K^{-1} K_s^T.
\]

The described procedure applies only for zero mean functions, but can be generalized for other functions as described in [7]. We suggest using dedicated software packages for modelling, e.g. GPML, which is based on [7].

After the initial model is built, the expression for computing the EI can be derived. Following this, the point \( p^* \) with the highest EI is selected and evaluation of the objective functions is performed. The whole process is repeated until the algorithm converges (Algorithm 1). Note that a global derivative-free optimizer (e.g. the Nelder-Mead algorithm [8] or simulated annealing) is employed for maximizing EI(\( p \)).

Algorithm 1 evaluates only one point at each iteration, while a designer might have computational facilities for parallel evaluation of a number of objective functions. In order to parallelize the algorithm we propose introducing the inner loop to Algorithm 1, which results in Algorithm 2. At each inner loop iteration the model is updated under the assumption that the actual value of the function is equal to the mathematical expectation \( \mathbb{E}(\cdot) \) regardless of the standard deviation. After the required number of points \( N_{\text{parallel}} \) is obtained, expensive evaluation can be performed in parallel in order to update the model with actual values of the objective functions.

C. Handling constraints in (4)

In relation to MPC controller design, the feasible set \( S \) for the MOO problem (4) can often be described by the following constraints:

- **Bounds on design parameters.** The upper and lower bounds on design variables define the search space. Obviously these are cheap analytical constraints.
- **Upper bounds on design objectives.** Controller designer usually aims to stay within some bounds on performance and resource usage. This requirement can be satisfied by setting the appropriate coordinate of the reference point \( y^{\text{ref}} \) to an upper bound of the corresponding objective function.
- **Latency constraint.** The fundamental constraint of any online optimization algorithm is an upper bound on execution time.

Among the listed constraints, the only one that requires separate consideration is the latency constraint. When an online optimization algorithm for MPC is coded using an HLS tool, latency information can be obtained only after performing high-level synthesis. Hence the latency constraint is an expensive constraint. There are at least two ways of dealing with expensive constraints presented in the literature: (i) incorporating expensive constraints into the objective function [9] and (ii) using dedicated models known as support vector machines (SVM) [10]. The first approach can distort the objective function model, since the original covariance function may not be suitable for augmented objective. Using complicated support vector machines is not justified for handling one single constraint and may complicate the overall MPC design algorithm.
We propose building a separate feasibility model based on Gaussian process classification. For classification problems, instead of estimating the function value, the model estimates the probability of belonging to a certain class. Obviously, if for a certain point \( p \) the probability of being feasible is higher than the probability of being infeasible, the point is assumed to be feasible. This approach has two benefits from an implementation point of view. Firstly, since feasibility and objective functions models are completely decoupled, they can be updated independently. For example, it is possible to update the feasibility model with HLS data, while objective functions can be evaluated with more accurate and time-consuming full circuit synthesis information. Secondly, since the nature of the Gaussian process classification problem is similar to regression, often the same software tools can be used for classification and regression.

The overall constrained MOO procedure is summarized in Algorithm 3. After initial points are evaluated, both objective function and feasibility models are updated. Following this, the point for consecutive evaluation is derived taking into account the feasibility model \( S_{\text{model}} \). After that, feasibility information is obtained by simulation in order to verify the information provided by the classifier. If the derived point \( p^* \) is infeasible, the feasibility model is updated in the inner loop until a feasible point cannot be computed. Objective functions are evaluated on the last step of the loop when points with proven feasibility are obtained.

**Algorithm 3: Constrained parallel implementation of hypervolume-based expensive MOO algorithm.**

```plaintext
1 Evaluate objective functions at initial points;
2 do
3     Update Kriging model;
4     for \( i = 1 : N_{\text{parallel}} \) do
5         Identify \( P \);
6         Derive \( EI(p) \);
7             do
8                 Update feasibility model \( S_{\text{model}} \);
9                 \( p^*(i) = \arg \max_p EI(p) \) s.t. \( p \in S_{\text{model}} \);
10                Evaluate feasibility;
11             while \( p^*(i) \notin S \);
12             Update Kriging model under assumption
13             \( f(p^*(i)) = E(f(p^*(i))) \);
14     end
15     Evaluate new point(s) \( \{p^*(1), \ldots, p^*(N_{\text{parallel}})\} \) in parallel;
16     while \( EI(p^*(1)) > \epsilon \);
```

Before implementing the algorithm, a full design exploration was performed in order to identify the true set of Pareto optimal designs. Obviously, enumerating all possible combinations is time consuming and not scalable. For this relatively small example, exploration of 200 designs took approximately 54 hours and identified all 29 Pareto optimal designs. The explored designs are presented in Figure 3. Implementing Algorithm 2 with \( N_{\text{parallel}} = 2 \) allowed significant reduction of expensive function evaluations; after an initial sampling of 9 points, which was performed on the bounds and middle points of the parameter space, it took 26 evaluations to get a good approximation of the Pareto frontier (Figure 3).

The impact of parallelizing the evaluations on the convergence speed of Algorithm 2 is presented in Figure 4. Three implementations with different levels of parallelization are compared in terms of the hypervolume. The set of points for initial evaluation (line 1 of the algorithm) is the same for all considered cases. It could be observed that parallelizing the evaluations, i.e. evaluating \( N_{\text{parallel}} \) points simultaneously during 1 time unit, improves the rate of convergence. However, since in the inner loop the model is updated without actual evaluations (line 8) the quality of the model decays with increasing \( N_{\text{parallel}} \). This explains the...
fact that improvement from $N_{\text{parallel}} = 1$ to $N_{\text{parallel}} = 2$ is higher compared to improvement from $N_{\text{parallel}} = 2$ to $N_{\text{parallel}} = 3$.

After Algorithm 2 was verified, constrained implementation (Algorithm 3) was tested. For the considered example, it was observed that for up to 30% of the outer loop iterations (Algorithm 3) the feasibility model required updates within the inner loop. This means that the algorithm requires up to 30% less expensive objective functions evaluations compared to the approach when constraints are incorporated in objective functions.

The main implementation challenge for the proposed algorithm is choosing an appropriate covariance function for the Kriging. For the considered application it was required to explore a small region of the design space in order to derive a suitable covariance function.

VI. CONCLUSIONS AND FUTURE WORK

Multi-objective co-design allows (i) efficient exploitation of the computational hardware platform capabilities and (ii) systematically treating the design trade-offs. This paper proposed a practical hypervolume criterion-based algorithm for MPC multi-objective co-design. Experimental results show that using this approach allows avoiding a large number of non-Pareto optimal and infeasible MPC designs.

Future work includes exploiting the coupling between the nature of the design problem and MOO algorithm. For instance, closed-loop cost function properties, which were recently studied in [14], can be used for improving the accuracy of the regression model and hence algorithm convergence speed. Another direction for further research is deriving analytical bounds for objective functions in order to reduce the evaluation time, i.e. the time of a single iteration.
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