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Abstract—The capabilities of modern FPGAs permit the mapping of increasingly complex applications into reconfigurable hardware. High-level synthesis (HLS) promises a significant shortening of the FPGA design cycle by raising the abstraction level of the design entry to high-level languages such as C/C++. Applications using dynamic, pointer-based data structures and dynamic memory allocation, however, remain difficult to implement well, yet such constructs are widely used in software. Automated optimizations that aim to leverage the increased memory bandwidth of FPGAs by distributing the application data over separate banks of on-chip memory are often ineffective in the presence of dynamic data structures, due to the lack of an automated analysis of pointer-based memory accesses. In this work, we take a step towards closing this gap. We present a static analysis for pointer-manipulating programs which automatically splits heap-allocated data structures into disjoint, independent regions. The analysis leverages recent advances in separation logic, a theoretical framework for reasoning about heap-allocated data which has been successfully applied in recent software verification tools. Our algorithm focuses on dynamic data structures accessed in loops and is accompanied by automated source-to-source transformations which enable automatic loop parallelization and memory partitioning by off-the-shelf HLS tools. We demonstrate the successful loop parallelization and memory partitioning by our tool flow using three real-life applications which build, traverse, and dispose dynamically allocated data structures. Our case studies, comparing the automatically parallelized to the non-parallelized HLS implementations, show an average latency reduction by a factor of 2.5 across our benchmarks.
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I. INTRODUCTION

High-level synthesis (HLS) and a C/C++ design entry can significantly shorten the design cycle of field-programmable gate array (FPGA) implementations when compared with specifications based on register transfer level (RTL). Examples of state-of-the-art HLS tools are Xilinx Vivado HLS, ROCCC [1] or LegUp [2], and recent evaluations show that these can deliver a quality of results (QoR), measured in terms of latency and resource utilization, close to hand-written RTL implementations [3], [4]. A crucial task is the extraction of parallelism from a sequential program description while preserving the program semantics, which is usually based on a dependence analysis. Additionally, parallelization requires the memory system to match the computational parallelism. The distributed memory architecture in FPGAs provides impressive memory bandwidth if the program data is partitioned and distributed over multiple on-chip memory blocks.

This paper fits in the line of work on HLS design aids that analyze the original program at compile time and perform automated code transformations. The objective is to automate parallelization and distribution of data over separate blocks of FPGA on-chip memory. Significant advancements in this direction have been made in the field of loop analyses using the polyhedral model which uses an algebraic representation of the iteration space of static loop nests and is applied to precisely analyze memory accesses made therein. For example, Cong et al. [5] implement on-chip memory bandwidth optimizations based on a dependence analysis using the polyhedral model. Recent work by Pouchet et al. [6] seeks to maximize loop-level parallelism using loop tiling transformations based on the model. A drawback of the polyhedral model, however, is its restricted applicability to static loop nests which iterate over linear data structures. In particular, the polyhedral model cannot analyze arbitrary memory accesses such as indirect array references or pointer accesses. Approaches for fitting the model to indirect array references [5], [7] over-conservatively assume a dependency between all program statements accessing the array. In addition, dynamic memory allocation, a powerful and widely used feature of high-level programming languages, cannot be captured. In fact, automated program transformations which break the monolithic heap memory space into several portions (heaplets) and parallelize pointer-manipulating programs are beyond the scope of most current HLS techniques. This gap is mainly due to the difficulty of disambiguating pointer aliases.

In this paper, we make a step towards closing this gap and present a static analysis for pointer-manipulating programs which determines dependencies between loop iterations accessing heap memory and splits dynamic data structures into disjoint, independent regions. The dependence/disjointness analysis enables automated source-to-source transformations for parallelization and data distribution which can be exploited by a back-end HLS tool. Our departure point from previous work is the use of recent advances in separation logic [8] which allows a formal description of the program state and reasoning about the resources accessed by a program. Separation logic extends the classical logic by an operator that...
explicitly expresses the separation of resources, i.e. the non-aliasing property of two pointers. This paves the way for an automated program analysis and can straightforwardly handle dynamic memory allocation in disjoint heaps. Separation logic has mainly been leveraged in modern software verification tools. To the best of our knowledge, its application in the context of automated code optimizations for HLS remains unexplored. Our contributions are:

- We present a separation logic-based parallelization algorithm for pointer-manipulating programs which access dynamic data structures. Our static program analysis handles straight-line code as well as arbitrary while-loops and determines whether there is communication-free parallelism in the loop with respect to the accessed dynamic data structures.

- Starting from the C memory model of a global, monolithic heap memory, our analysis determines how to partition the heap and dynamic data structures into disjoint partitions that can be implemented in separate on-chip memory blocks.

- We implement an automated source-to-source transformation infrastructure: The source translator ensures synthesizability of code containing unsupported constructs related to dynamic memory allocation (an unsupported feature in tools such as LegUp or Vivado HLS). In a second pass, the disjointness information provided by our analysis is used to split the synthesized heap memory into separate blocks and to split a loop into multiple loops so as to obtain a semantically equivalent parallel implementation. The property of communication-free parallelism ensures that each functional unit only requires access to its own private memory block.

- We demonstrate our tool flow using three real-life applications as test cases which build, traverse, update and dispose dynamically allocated data structures. The transformations at source code level allow us to stay as independent as possible of a specific HLS tool. We use Xilinx Vivado HLS as an exemplary back-end tool in our case studies. We also include hand-written HLS and RTL implementations for comparison.

Section II of this paper presents a motivating example and outlines the usefulness of our approach. Section III describes the theoretical background. Our parallelization and partitioning algorithm is described in Section IV followed by a description of the implementation of our tool flow in Section V. Section VI presents the case studies and results. Section VII discusses related work and Section VIII concludes the paper.

II. MOTIVATING EXAMPLE

Our running example, which we use throughout to illustrate the problem and our approach to solve it, is taken from a high-performance implementation of a \(K\)-means clustering algorithm, a technique commonly used in machine learning, data mining, radar tracking, image color or spectrum quantization applications. \(K\)-means clustering performs unsupervised partitioning of a \(D\)-dimensional point set \(X = \{x_1, \ldots, x_N\}\) into clusters \(S = \{S_1, \ldots, S_K\}\). Each cluster is represented by its geometrical center. The algorithm considered here, referred to as the filtering algorithm \([9]\), uses a tree data structure (a ‘kd-tree’, \([9]\)) to prune unfavorable candidates for the nearest center to a given data point early in the search process.

The tree-based pruning approach allows the algorithm to compute the clustering result significantly faster than other (brute-force) clustering implementations. Besides tree nodes, the algorithm propagates intermediate results (sets of candidate centers) through the call graph. Dynamic memory allocation (requires refactoring of the C source) enables the reuse of memory space and the on-chip heap memory can be tailored to an average-case amount which significantly reduces the required amount of on-chip memory for this application as shown in \([10]\).

Listing 1 C-like pseudo code taken from the main kernel of the filtering algorithm \([9]\).

```
1: function PUSH(treeNode *u, centerSet *c, bool d, stackRecord *s)
2:     t = new stackRecord;
3:     t -> n = s; t -> u = u; t -> c = c; t -> d = d;
4:     return t;
5: end function
6: function POP(treeNode **u, centerSet **c, bool *d, stackRecord *s)
7:     t = s -> n; *u = s -> u; *c = s -> c; *d = s -> d;
8:     delete s; return t;
9: end function
10: function FILTER(treeNode *root) \(\triangleright\) main kernel function
11:     cInit = new centerSet;
12:     *cInit = ...;
13:     s = PUSH(root, cInit, true, nil);
14:     while s != nil do
15:         s = POP(&cu, &c, &kd, s);
16:         data = *c;
17:         dataNew = f1(data); \(\triangleright\) some computation using data
18:         if d then
19:             delete c;
20:         end if
21:         cNew = new centerSet;
22:         *cNew = dataNew;
23:         b = u \(\rightarrow\) left = nil & u \(\rightarrow\) right = nil & f2(dataNew);
24:         if b then \(\triangleright\) data dependent condition b
25:             s = PUSH(u \(\rightarrow\) right, cNew, true, s);
26:         else
27:             delete cNew;
28:         end if
29:         delete u;
30:     end while
31: end function
```

The static program analysis presented in Section IV aims to determine the heap-carried data dependencies between loop iterations. Assuming that Fig. 1 describes the current state of the program, we can apply the following program transformations: 1) The remaining tree data structure (dark
gray nodes) can be split into two sub-structures (two sub-trees labelled with a, one sub-tree labelled with b). 2) The linked list can be split into the uppermost level (pointing to the right sub-tree) and the nodes below (pointing to the left sub-tree). The same partitioning is applicable for the pool of center sets. 3) The loop can be split, after α-renaming of the variable s, into two loops, each accessing one sub-tree, list segment and group of center sets. The pointers dereferenced in any iteration of a loop will never access the data structures used by the other loop. Hence, once we have established that the loops are ‘communication free’ with respect to each other, we can split the heap memories into two banks of on-chip memory, each assigned to one loop as shown in Listing 2. A standard HLS tool can use the independence information to instantiate parallel hardware blocks for the loops without the need for arbitration of accesses to a global memory.

The difficult part of the above optimization is the program analysis. Regardless of scope, every two heap-directed pointers potentially alias, i.e. reference the same memory cell which leads to dependencies between expressions that are syntactically unrelated. The difficulty of analyzing these programs increases with linked data structures which contain pointers in their link fields. Separation logic addresses exactly this issue and provides a formalism for straightforwardly expressing the heap layout and alias information at each point of the program execution as described in the next sections.

III. BACKGROUND

We briefly describe the underlying theory. A formal introduction is beyond the scope of the paper, but is given in [8].

A. Modelling Program State in Separation Logic

A program modifies the values of program variables and the content of memory cells during execution. The assignment of values to variables and memory cells is referred to as program state. Separation logic formally describes the state with two components: The store describes the values assigned to variables (e.g. \( x = 3 \) means that variable \( x \)

currently holds the value 3) and the heap describes the values assigned to addressable memory locations (e.g. \( y \rightarrow 4 \) means that pointer variable \( y \) points to a memory cell containing the value 4). Note that \( y \rightarrow 4 \) implies that the memory location at \( y \) is allocated. A program may start with an empty heap memory where nothing is allocated, which is denoted by the emp-keyword in separation logic formulae. In addition to program variables, the formulae use auxiliary primed variables which are only used in formulae (e.g. \( z'_1 = 4 \land y \rightarrow z'_1 \) also means that \( y \) points to a heap cell with value 4, where ‘\( \land \)’ is the classical ‘and’-conjunction).

Pointers variables can have a special value nil that corresponds to the NULL expression in C/C++. In addition to describing that a memory cell holds a single value, we can also use records (structs in C/C++): \( y \rightarrow [f_1 : x'_1, \ldots, f_n : x'_n] \) means that \( y \) points to a heap-allocated record containing fields with \( x'_1, \ldots, x'_n \) as content. \( f_1, \ldots, f_n \) are the field names. For example, the head of the stack in Fig. 1 is described by the formula \( s \rightarrow [c : c'_1, d : d'_1, n : n'_1, u : u'_1]. \)

Separation logic formulae are generally of the form \( \Pi \land \Sigma \), where \( \Pi \) is the pure part describing the store (e.g. \( x = 3 \)) and \( \Sigma \) is the spatial part describing the heap (e.g. \( y \rightarrow 4 \)). We denote \( Val \) the set of values, \( Var \) the set of program variables, and \( Var' \) the set of auxiliary primed variables. Def. 1 defines the baseline syntax of the formulae we use in our analysis.

**Definition 1 (Baseline syntax of separation logic formulae).**

\[
E, F ::= v \in Val \mid x \in Var \mid [f_1 : x'_1, \ldots, f_n : x'_n] \quad \text{expressions} \\
\Pi ::= \text{true} \mid E = F \mid E \not= F \quad \Pi \land \Pi \quad \text{pure formulae} \\
\Sigma ::= E \rightarrow [f_1 : x'_1, \ldots, f_n : x'_n] \\
\quad \mid \text{emp} \mid \Sigma \land \Sigma \\
\text{spatial formulae}
\]

Pure formulae contain (in)equalities and the classical conjunction (\( \land \)). Spatial formulae express the following:

- \( E \rightarrow [f_1 : x'_1, \ldots, f_n : x'_n] \) describes a heap-allocated record as discussed above. We use the abbreviation \( E \rightarrow \_ \) to denote that \( E \) points to ‘some’ record.
- \( \text{emp} \) denotes an empty heap where nothing is allocated.
- The separating conjunction (\( \ast \)) is the core element of separation logic: The formula \( \Sigma_0 + \Sigma_1 \) means that the heap is split into two disjoint portions \( h_0 \) and \( h_1 \), where \( \Sigma_0 \) holds for \( h_0 \) and \( \Sigma_1 \) holds for \( h_1 \). Disjoint heap portions are referred to as heaplets. The \( \ast \)-connective embeds the non-aliasing property of pointers, i.e. \( E \rightarrow [f : x'_1] \ast F \rightarrow [g : y'_1] \) implies \( E \not= F \) by definition. Hence, the content of the first heaplet can be modified by a program without any side effects for the second one. The usefulness of the separating conjunction becomes obvious when considering the counterexample in classical logic, \( E \rightarrow [f : x'_1] \land F \rightarrow [g : y'_1] \) and \( E \) and \( F \) may or may not alias, and expressing the non-aliasing property requires adding the constraint \( E \not= F \) to the formula. These constraints are required for each pair of pointers in the program and quickly render an automated analysis unwieldy, especially in the case of pointer-linked data structures.

We refer to ‘formula’ as ‘predicate’ in the following. Def. 1 allows us to describe single, heap-allocated data records. To describe more sophisticated data structures such as linked lists or trees, we need to build additional predicates using the \( \ast \)-connective. A naïve approach of describing a linked list is to
mention all nodes in the list: \( E \mapsto [n : x_1'] \ast x_1' \mapsto [n : x_2'] \ast \ldots \ast x_m' \mapsto [n : n1] \). This, however, is problematic as the length \( m \) of a dynamically allocated linked list is usually unknown at compile time. Instead, we use recursive predicates that allow describing data structures without knowing their size:

**Definition 2** (Example: List segment).

\[
ls(E, F) \iff (E = F \land \text{emp}) \lor \\
(E \neq F \land E \mapsto [n : x_1'] \ast ls(x_1', F))
\]

i.e. there is a list segment between pointer \( E \) and \( F \). If \( E = F \) this heap portion is empty. Otherwise \( E \) points to an element which, in turn, points to a list segment between itself and \( F \).

**Definition 3** (Example: Tree).

\[
tree(E) \iff (E = \text{n1} \land \text{emp}) \lor \\
(E \mapsto [1 : x_1', r : y_1'] \ast tree(x_1') \ast tree(y_1'))
\]

i.e. there is a tree pointed to by \( E \). If \( E \neq \text{n1} \) it points to an element which contains pointers to left and right sub-tree.

**Definition 4** (Example: List with pointers to other heaplets).

\[
 pls(E, F) \iff (E = F \land \text{emp}) \lor \\
(E \neq F \land E \mapsto [u : u_1', c : c_1', n : n_1'] \ast \\
tree(u_1') \ast c_1' \mapsto \ast pls(n_1', F))
\]

i.e. there is a list segment as in (1) whose elements contain pointers to a tree and a heap-allocated record.

Note that we omitted additional data fields in the records above for ease of illustration. The above three examples demonstrate the ability to describe the ability to describe common data structures; automatic inference of such definitions has been demonstrated by Guo et al. in [11].

**B. Programming Language**

The next step is to define how program state, expressed in separation logic formulae, is modified during program execution. For didactic purposes, we consider a simple programming language with heap manipulating commands and loops:

**Definition 5** (Programming language).

\[
\begin{align*}
\text{b} &::= E = F \mid E \neq F & \text{boolean expr.} \\
\text{A} &::= x := E \mid x := [E] \mid [E] := : F \\
&\mid \text{new}(x) \mid \text{delete}(E) & \text{atomic cmds.} \\
\text{C} &::= A \mid \text{if } b \ C_1 \ C_2 \mid \text{while } b \ C_1 \mid C_1 ; C_2 & \text{commands}
\end{align*}
\]

\( E \) and \( F \) are arbitrary expressions containing program variables and values (e.g. \( E ::= x, E ::= \text{n1} \), or \( E ::= y + 1 \)). The term \([E]\) denotes pointer dereferencing of \( E \).

The program statements (commands) modify the state. The transition of state upon execution of a command is specified by the triple \( \{P\}C\{Q\} \): \( P \) is the formula describing the precondition the state must satisfy for the command to run. If \( C \) runs and halts then the post-condition formula \( Q \) for the program state is true after execution [8]. For example, if \( C \) is a command that writes the value 5 to the memory cell referenced by \( y \) this heap cell must be allocated (pre-condition) and must contain 5 after successful command execution (post-condition): \( \{y \mapsto x_1'\}[y] := 5 \{y \mapsto 5\} \). Def. 6 specifies a triple for each atomic command of our programming language:

**Definition 6** (Specifications for atomic commands [12]).

\[
\begin{align*}
\{ x = y_1' \} & \quad \{ x := E \} & \quad \{ x = E[y_1'/x] \} \\
\{ E \mapsto [f : y_1'] \} & \quad \{ E,f := F \} & \quad \{ E \mapsto [f : F] \} \\
\{ x = y_1' \land E \mapsto [f : z_1'] \} & \quad \{ x = z_1' \land E[y_1'/x] \mapsto [f : z_1'] \} \\
\} & \quad \{ \text{new}(x) \} & \quad \{ x \mapsto z_1' \} \\
\{ E \mapsto y' \} & \quad \{ \text{delete}(E) \} & \quad \{ \text{emp} \}
\end{align*}
\]

The term \( E[y_1'/x] \) denotes expression \( E \) with all occurrences of \( x \) replaced by \( y_1' \). Note that specifying pointer-manipulating commands in this way is only possible thanks to separation logic’s ‘frame rule’. A detailed explanation is given in [8].

**C. Symbolic Execution of Programs**

Our static analysis ‘symbolically’ executes the program by propagating the program state, expressed in separation logic formulae, from one program statement to the next, thereby updating it using the specifications for single commands in Def. 6. The symbolic execution propagates the state through all control flow paths of the program (branching and loops create multiple control flow paths). We build our automated analysis on coreStar [13], an open source tool for separation logic-based symbolic execution and theorem proving. At each node in the control flow graph (CFG), coreStar determines the part of the formula describing the current state which matches the pre-condition of the current program statement, and replaces that part with the post-condition in Def. 6. The other parts, \( F \), of the state formula remain untouched. We have modified coreStar in order to include a technique called labelled symbolic execution [12] which assigns a unique label to \( Q \), the spatial part of the state formula that was modified, i.e. \( \Pi \land \Sigma \equiv \Pi \land \langle Q \rangle_{\{\text{Lab}\}} \ast F \), with \( \text{Lab} \) being the set of all labels. The technique thus propagates the ‘heap footprint’ of each statement through the CFG. This allows the description of memory accesses made by different parts of the program, a prerequisite for detecting heap-carried dependencies. Our heap access analysis described in the next section builds on a modified version of labelled symbolic execution in order to detect the presence of communication-free parallelism in loops.

**IV. PARTITIONING AND PARALLELISATION**

Our analysis for memory partitioning and parallelization is hypothesis-based: We start with the hypothesis that the heap accessed by the loop iterations can be split into \( P \) disjoint parts and the loop can be split into \( P \) parallel loops. The algorithm then tries to verify the hypothesis. It consists of two phases: searching for a necessary condition for the hypothesis to be true and, starting from the program state satisfying this condition, proving that the hypothesis is valid in all iterations.

**A. Inserting Cut-points**

Our analysis tries to split up spatial formulae at cut-points:

**Definition 7** (Cut-point). A cut-point is a program variable pointing to a heaplet in the program state formula.

The program can only interact with heap-allocated data via pointers (program variables). Useful heap partitioning requires the program to have access to each partition via pointers,
i.e. given $ls(u, x'_1) \ast ls(x'_1, v) \ast ls(v, nil)$, the program can access the first and third list segment via cut-points $u$ and $v$, as opposed to the second list segment since $x'_1$ is no cut-point. The goal is to obtain $P$ cut-points in the pre-state of a loop iteration. We symbolically execute the program fragment before the loop in Listing 1 to determine the program state just before the loop body executes for the first time:

$$s = s'_0 \land root = u'_0 \land c_{init} = c'_0$$
$$\land tree(u'_0) \ast c'_0 \rightarrow → \ast s'_0 \rightarrow [u : u'_0, c : c'_0, n : nil] \quad (4)$$

Fig. 2, left, depicts (4), which contains the stack record (pointed to by $s'_0$), the tree, and a center set (pointed to by $c'_0$). Each heap predicate in (4) is also referenced by a cut-point. We consider the program variable $s$ first and select the predicate $m_1 \equiv s'_0 \rightarrow [u : u'_0, c : c'_0, n : nil]$. Next, we try to find another predicate $m_2$ of the same shape as $m_1$ in the formula. To this end, we create a template $m_2 \equiv t'_0 \rightarrow [u : t'_1, c : t'_2, n : t'_3]$ and set $A = (4)$. Then we ask CoreStar’s theorem prover whether it can match two predicates in $A$ with $m_1 \ast m_2$. If the proof is successful, $A$ contains the desired second predicate $m_2$ and we can extract it from the proof. If it is unsuccessful, we modify $A$ by symbolically executing the next iteration, which is the case in this example. The loop pre-state after unrolling is (depicted in Fig. 2, right):

$$s = s'_2 \land tree(u'_1) \ast tree(u'_2) \ast c'_1 \rightarrow →$$
$$\ast s'_2 \rightarrow [u : u'_1, c : c'_1, n : s'_1] \ast s'_1 \rightarrow [u : u'_2, c : c'_1, n : nil] \quad (5)$$

Now the matching is successful. We introduce a second cut-point $s_b$ and let it point to the only possible candidate $m_2$: $s = s'_2 \land s_o = s'_1$, which satisfies the necessary condition for partitioning: (5) contains $P = 2$ heaplets $m_1$ and $m_2$, of the same shape and referenced by cut-points. Next, we ask our proof engine described in the next section to prove that, in all subsequent loop iterations, the spatial part of the state can be split into $P = 2$ partitions, each of which being assigned either to cut-point $s$ or $s_b$. As explained in the next section, this proof fails for (5) because of the lack of a second predicate $c_x \rightarrow →$ (the pointer aliasing is illustrated in Fig. 2, right). Hence, we abandon the inserted cut-point, peel off another loop iteration, and reach the pre-state of the third iteration:

$$s = s'_4 \land tree(u'_3) \ast tree(u'_4) \ast tree(u'_2)$$
$$\ast c'_2 \rightarrow → \ast c'_1 \rightarrow → \ast s'_4 \rightarrow [u : u'_3, c : c'_2, n : s'_3]$$
$$\ast s'_4 \rightarrow [u : u'_4, c : c'_2, n : s'_3] \ast s'_1 \rightarrow [u : u'_2, c : c'_1, n : nil] \quad (6)$$

The formula describes the program state shown in Fig. 1. We repeat the cut-points insertion. Our tool explores all possible cut-points assignments (there are multiple options now) and launches the proof engine for each candidate assignment. Assume we have assigned the second cut-point to the heaplet pointed to by $s'_1$: $s = s'_4 \land s_b = s'_1$. Starting from this pre-state, our proof engine can now successfully prove the parallelization hypothesis of $P = 2$. The next section explains how it works. Note that, for other programs, we may not find a successful proof in which case we abort after $L$ unrollings.

### B. Proving Communication-free Parallelism

We start with (6) and the two cut-points $s$ and $s_b$, and aim to split the heap accessed during the loop iterations into two portions $a$ and $b$. During symbolic execution of the loop body, we distinguish between two ‘cut-points states’ depending on whether we are currently accessing data structures ‘belonging’ to cut-point $s$ ($a$) or $s_b$ ($b$). We switch to a different cut-points state once we accessed a heaplet pointed to by a different cut-point variable. We assign label $a \in Lab$ to all heaplets accessed during execution in cut-points state $a$, and similarly for $b$. We count pointer dereferencing and delete as an access.

The parallelization goal is to partition the loop iteration space into two groups labelled $a$ and $b$, and we try to establish the fact that a heaplet accessed by an iteration in cut-points state $a$ (of group $a$) is never accessed by another iteration of group $b$. In other words, we try to prove that the separation into $a$ and $b$ is invariant in each subsequent loop iteration. If the number of iterations was known at compile time, we could symbolically execute all iterations to prove this property. However, in general, this number is not statically determinable because of the data dependent loop condition (Listing 1, line 24). Hence, we perform a fix-point calculation for proving that the separation property is loop invariant. Our fix-point calculation adopts and modifies a technique described by Magill et al. [14] and works as follows:

1. Start with the pre-state of the loop $M^{pre}_0$ equal to (6) with cutpoints $s_0$ and $s_b$ inserted as described above.
2. Symbolically execute $\{M^{pre} \land b \ast loop body \ast M^{post}_{i+1}, b \}$ is the loop condition, $i$ is the iterations counter. We attach labels to heaplets as described above. If we find both labels $a$ and $b$ on a heaplet, we abort and report a failed proof.
3. Absorb singleton heaplets in $M^{post}_{i+1}$ in the recursive predicates of Def. 2-4. For example, a formula can be rewritten so that the head node of a linked list and the tail list can be merged into one linked list. Formally, if $M^{post}_{i+1}$ is $s_a \rightarrow [n : x'_i] \ast ls(x'_i, nil)$ we can unfold $s_a \rightarrow [n : x'_i]$ into the $ls$-predicate resulting in $M^{new}_{i+1} \equiv ls(s_a, nil)$. The folding prevents accumulating singleton heaplets such as $s_a \rightarrow [n : x'_i]$ during repeated execution of the loop body which is required for convergence of the fix-point calculation.
4. The fix-point calculation terminates if $M^{post}_{i+1}$ implies a post-state of one of the previous iterations $M^{post}_k$, $k = 0, …, i$. Formally, we ask CoreStar’s theorem prover to decide $M^{post}_{i+1} \equiv \bigcup_{k=0 \ast i} M^{post}_k$ (the right hand side is the disjunction of all previous post-states). If the implication does not hold we set $M^{pre}_{i+2} = M^{post}_{i+1}$ and continue with step 2).
all snapshots resulting in a labelled version of (6):

\[ s_a = s'_4 \wedge s_b = s'_1 \wedge (\text{tree}(u'_4))_{\{a\}} \wedge (\text{tree}(u'_4))_{\{a\}} \wedge (\text{tree}(u'_4))_{\{a\}} \]

\[ \ast \text{tree}(u'_4)_{\{a\}} \ast (c'_2 \mapsto \_\{a\}) \ast (c'_1 \mapsto \_\{b\}) \]

\[ \ast (s'_4 \mapsto [u : u'_3, c : c'_2, n : s'_3])_{\{a\}} \]

\[ \ast (s'_4 \mapsto [u : u'_3, c : c'_2, n : s'_3])_{\{a\}} \]

\[ \ast (s'_4 \mapsto [u : u'_3, c : c'_2, n : s'_3])_{\{a\}} \]

(7) tells us that the heap, at this point, can be partitioned into two disjoint regions labelled \(a\) and \(b\). Furthermore, the successful fix-point calculation tells us that the partitioning will be maintained for all following loop iterations, each of which will either access heap portion \(a\) or \(b\), but not both.

The above analysis provides both memory partitioning information (by labels assigned to heaplets) and the legality of parallelization (by a successful fix-point calculation). Next, we explain how this information is used in a source-to-source translator for automated parallelization and partitioning.

V. IMPLEMENTATION

Our tool flow consists of three parts: a module for the heap analysis, a source-to-source compiler, and a back-end HLS and FPGA synthesis tool. Fig. 3 shows the complete tool flow.

A. Heap Analyzer

Our heap analyzer connects to the analysis interface of the source translator and implements the two-step analysis described above. It is written in OCaml and is largely based on our modified version of coreStar [13] which we extended to include labelled symbolic execution and cut-points processing. coreStar mainly consists of a symbolic execution engine and a theorem prover. The former is performed on the control flow graph of the program which is built internally. It operates on an intermediate representation of the input program in coreStarIL, which the programming language in Def. 5, together with the specifications in Def. 6, can be straightforwardly translated to. The theorem prover is generic in that it leaves the definition of the logic theory to the user. Our heap analyzer currently uses \(\sim 60\) logic rules which define pure and spatial predicates, such as those in Def. 2-4, and how footprint labels are propagated. These rules also define, for example, under what conditions a points-to predicate describing a singleton list node can be ‘gobbled up’ by an existing linked list predicate in order to ensure convergence of the fix-point calculation.

Listing 3 Substituting pointer accesses to heap-allocated data.

1: // ... substitution of \(u \rightarrow d = d_0\);
2: // ... \(u\) is the new pointer variable, \(heap\_0\_1\) the new heap array
3: \(u\_ptr = \text{make}\_\text{pointer}(heap\_0\_1, u)\); // auxiliary variable \(u\_ptr\)
4: \(u\_ptr \rightarrow d = d_0\);

B. Source-to-source Compiler

Our source translator is built on the ROSE source compiler infrastructure [15]. The ROSE infrastructure provides a library of C++ functions for source code analysis and transformation which we use to build our customized translator. Our code analysis and transformations are a collection of C++ classes which traverse and modify the abstract syntax tree (AST) of the input program: The analysis interface determines the type of heap-allocated data through the syntax analysis of new and delete statements, and finds loops in the syntax tree and extracts the body, condition and context.

The subsequent replacement of the standard C++ dynamic memory allocation ensures synthesizability by off-the-shelf HLS tools. The heap is replaced by arrays and the corresponding pointers are converted to integer variables. Occurrences of new and delete statements are grouped according to the type of their operand and custom allocator functions are instantiated for each type as a replacement. Dynamic type casts are currently not supported. Our fixed-size allocator is a standard implementation using a free-list which keeps track of occupied memory space [10]. It is implemented in a C header file which contains template functions for dereferencing, allocation and disposal. Dereferencing of heap-directed pointers is substituted using an auxiliary static pointer variable added by the tool as shown in Listing 3. We stress that this work focuses on memory partitioning and parallelization and is therefore orthogonal to work which addresses the problem of determining a bound on the amount of allocated heap memory. Cook et al. [16] describe a technique for finding parametric worst-case bounds on the heap consumption based on a separation logic-driven analysis which can be used for this purpose in our benchmarks.

In the last step of the transformation, the memory partitioner / parallelizer receives information from the heap analyzer that a parallelization is legal and how the heap arrays have to be partitioned. In addition to heap-carried dependencies, we need to take ‘store dependencies’ between normal program variables into account. For these, we use standard data flow analyses such as the definition-usage (DEF-USE) analysis which determines the variable write-read relation between CFG nodes in the program. We include the DEF-USE analysis provided by the ROSE library in the tool. The parallelization analysis, if successful, has divided the loop iterations into \(P\) independent groups, where \(P\) is the degree of parallelization. Additionally, several loop iterations may have been peeled off by the analysis as it is the case in our motivating example described above. Our source transformation removes the original loop from the AST and inserts two sections of code:

1) The original loop body guarded by an if-conditional with the loop condition representing the iterations that have been unrolled during the analysis.
2) \(P\) loops of the same type and with the same loop condition as the original one, each containing the fragment of the loop body which accesses
one of the independent groups. The arrays representing the heap memory are partitioned accordingly. The heap analysis tells us what heap partition a pointer accesses. The partition index is added to the substitution of pointer accesses (e.g., Listing 3: `heap_0.x`, where `x` is the partition index). We finally customize the dynamic memory allocator according to the parallelization: Each of the `P` new loops accesses its own disjoint heap region. Consequently, we can restrict the scope of `new`/`delete` operations that are made by a loop to its heap array partition and instantiate an allocator, including the freelist, for each partition.

VI. CASE STUDIES

We test the tool flow in Fig. 3 using three C++ implementations taken from real-world applications. We use Xilinx Vivado HLS 2012.2 as a back-end HLS tool and Xilinx Vivado 2012.2 (RTL flow) for RTL synthesis. However, since our optimizations are at source code level, our tool can be also used in combination with a different HLS tool. Our benchmark applications are:

**Merger** - The program maintains four linked lists whose nodes are sorted according to a key. It repetitively reads four key-value pairs from its interface and performs a sorted insertion in each list for each pair. After a constant number of pairs has been received, it repeatedly deletes the head node of that list which contains the smallest key until all lists are empty. The output is a sorted sequence of all key-value pairs.

**Tree Deletion** - This application performs a full traversal a pointer-linked tree data structure and deletes the visited tree nodes after some computation using the node data. The tree deletion is a common operation for example in the destructor function of C++ classes which use the tree structure.

**Filter** - This is the motivating example in Section II which is taken from the direct implementation of the filtering algorithm for efficient K-means clustering [9]. Our tool splits the loop in Listing 1 and partitions the heap memory with degree `P`. The code fragment is embedded in a larger program which includes tree build-up and center processing to form a complete clustering application. This example is interesting in that it is more complicated than a usual toy example: Loop iterations allocate and dispose center sets, preceded by a data-dependent conditional, which carry a heap dependence between some iterations. Our analysis figures out that there are no heap-carried dependencies between iterations which access tree nodes without a parent-child relation.

The target device is a Virtex 7 FPGA (7Vx485t-1) and all results are taken from placed and routed designs. We report resource utilization in slices, DSP slices (DSP) and 36K-Block RAMs (BRM). We also report the achieved clock speed and the number of clock cycles required for task completion which we determine via simulations of the generated RTL designs. The RTL test benches for the benchmarks are fed with application-specific input data. For each test case, Table I shows the implementation results for two cases: The first shows the implementation if the tool only ensures synthesizability (substituting dynamic memory allocation) without parallelization (base line), which does not require the separation logic-based heap analysis. The second row shows implementation results if the tool flow uses the heap analyzer for memory partitioning and parallelization (automatic parallelization, degree `P`), an optimization that cannot be done by Vivado HLS itself as shown in [10]. For the benchmarks `Merger` and `Filter`, we add two reference designs for comparison: hand-optimized HLS designs using Vivado HLS and hand-written RTL designs in VHDL. The ratio `R` relates the cycle count of the automatically parallelized benchmarks to that of the base line and hand-crafted designs. Our analysis detects the independence of the four linked lists in the `Merger` benchmark and parallelizes the application. The speed-up in terms of cycle count is close to the maximum speed-up of `P = 4`. The analysis also partitions the data structures of the filtering algorithm and the tree deletion which enables successful parallelization (`R ≈ 1.8` compared to the base case). As opposed to the `Merger` benchmark, the tree-based applications require unrolling of one or two loop iterations until disjointness of sub-structures can be determined (Section V-B) which explains the resource overhead compared to the base case. Comparing resources, clock frequency and cycle count, however, we observe further improvements obtained from manual source code refactoring: In the hand-optimized HLS design of the filtering algorithm, we manually flattened loop nests in order to enable efficient pipelining [10], an optimization beyond the scope of this paper. Our tool currently uses standard C data types as opposed to bit width customizations of data items and pointers in the hand-written HLS and RTL implementations which results in increased memory usage and more expensive arithmetic operations compared to the customized case.

The fix-point computation of the heap analyzer dominates the tool running time. It increases significantly if the analyzed loop body contains complicated control flow and if many fix-point iterations are required. The `Merger` benchmark contains nested `if-else` constructs and sub-loops and has the longest running time. Table II shows the timing results.

VII. RELATED WORK

A large body of work on advanced HLS techniques for parallelization and memory partitioning is based on the polyhedral model [5], [6], which is among the most popular and powerful abstractions for the analysis of loops to date, but which is not
applicable to our benchmarks. Notable is the work by Ghiya and Hendren [17] in that a pointer analysis is used to establish disjointness of heap-allocated data structures for parallelizing software compilers. This information is used to parallelize loops traversing these data structures, which is similar to our objective. A difference to our work is their analysis which classifies data structures into trees, lists, and general graphs and looks up the known aliasing properties of the link fields. A separation logic-based analysis ‘produces’ this information itself. The other major difference, of course, is that our work targets HLS for FPGAs which allows us to build a customized distributed memory architecture based on the heap access analysis.

We build on the work by Raza et al. [12] which provides the theoretical foundation for our tool as described in Section III. The work in [18] also takes Raza’s method into an HLS context. The parallelization transformations, however, are not automated and memory partitioning is not addressed. Furthermore, determining disjointness in our tree-based benchmarks requires successive unrollings of loop iterations before disjointness can be established, which is not implemented in their technique. Finally, recent work by Botinčan et al. [19] describes a technique for separation logic-based parallelization of software threads. Their work is interesting in that they automatically insert synchronization to preserve dependencies in addition to a dependence analysis. Their technique, however, focuses on the theoretical framework whereas we use the theoretical foundations in a demonstrably practical implementation.

VIII. Conclusion

We present a proof of concept tool flow that automatically parallelizes loops in pointer-manipulating C/C++ programs and distributes dynamically allocated, pointer-linked data structures over separate banks of on-chip block memory in order to leverage the memory-level parallelism in FPGAs. The core of our tool flow is the heap analyzer for proving communication-free parallelism in loops. We develop and implement a hypothesis-based algorithm for the disjointness/dependence analysis which draws on several existing techniques developed in the separation logic framework: symbolic execution, heap footprint analysis and loop invariant synthesis. The outcome of the analysis is information about the legality of parallelization and an assignment of heaplets to on-chip memory partitions. The analysis is accompanied by automated code transformations which ensure the synthesizability of the pointer-manipulating program by standard HLS tools, and implement the parallelization and memory partitioning. Our source code translator performs transformations at human-readable C code level which allows us to stay as independent as possible of a specific HLS tool. We demonstrate the successful parallelization and memory partitioning by our tool flow using three real-life applications and using Xilinx Vivado HLS as an exemplary back-end tool. The HLS implementations parallelized by our tool achieve the expected acceleration by a factor of $1.8 \times 3.9 \times$ in terms of cycle count compared to the non-parallelized implementations.

A. Future Directions

Our tool flow performs the core tasks, analysis and source code transformation, automatically. The loop body extracted from the AST, however, is currently manually translated from C into the coreStarIL representation. We plan to automate the translation leveraging the LLVM [20] framework as an intermediate step. Another aspect is to improve the analysis. Our cut-point insertion greedily searches for a necessary condition for parallelization. If we were to parallelize the motivating example with a degree of four, our analysis would split the left sub-tree twice instead of splitting each left and right sub-tree once which is better in terms of acceleration. Currently, our analysis thus lacks the ability of comparing partitioning alternatives, which we want to address in future work. We also plan to extend the analysis and the tool to automatically insert on-chip buffers in the interface to an external memory.
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