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ABSTRACT
A central task in high-level synthesis is scheduling: the allocation of operations to clock cycles. The classic approach to scheduling is static, in which each operation is mapped to a clock cycle at compile-time, but recent years have seen the emergence of dynamic scheduling, in which an operation’s clock cycle is only determined at run-time. Both approaches have their merits: static scheduling can lead to simpler circuitry and more resource sharing, while dynamic scheduling can lead to faster hardware when the computation has non-trivial control flow.

In this work, we seek a scheduling approach that combines the best of both worlds. Our idea is to identify the parts of the input program where dynamic scheduling does not bring any performance advantage and to use static scheduling on those parts. These statically-scheduled parts are then treated as black boxes when creating a dataflow circuit for the remainder of the program which can benefit from the flexibility of dynamic scheduling.

An empirical evaluation on a range of applications suggests that by using this approach, we can obtain 74% of the area savings that would be made by switching from dynamic to static scheduling, and 135% of the performance benefits that would be made by switching from static to dynamic scheduling.
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• Hardware → High-level and register-transfer level synthesis; Logic synthesis; Modeling and parameter extraction.
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1 INTRODUCTION
High-level synthesis (HLS) is the process of automatically translating a program in a high-level language, such as C, into a hardware description. It promises to bring the benefits of custom hardware to software engineers. Such design flows significantly reduce the design effort compared to manual register transfer level (RTL) implementations. Various HLS tools have been developed in both academia [3, 6] and industry [20, 28].

The Challenge of Scheduling. One of the most important tasks for an HLS tool is scheduling: allocating operations to clock cycles. Scheduling decisions can be made either during the synthesis process (static scheduling) or at run-time (dynamic scheduling).

The advantage of static scheduling (SS) is that since the hardware is not yet online, the scheduler has an abundance of time available to make good decisions. It can seek operations that can be performed simultaneously, thereby reducing the latency of the computation. It can also adjust the start times of operations so that resources can be shared between them, thereby reducing the area of the final hardware. However, a static scheduler must make conservative decisions about which control-flow paths will be taken, or how long variable-latency operations will take, because this information is not available until run-time.

Dynamic scheduling (DS), on the other hand, can take advantage of this run-time information. Dynamically scheduled hardware consists of various components that communicate with each other using handshaking signals. This means that operations are carried out as soon as the inputs are valid. In the presence of variable-latency operations, a dynamically scheduled circuit can achieve...
better performance than a statically scheduled one in terms of clock cycles. However, these handshaking signals may also cause a longer critical path, resulting in a lower operating frequency. In addition, because scheduling decisions are not made until run-time, it is difficult to enable resource sharing. Because of this, and also because of the overhead of the handshaking circuitry, a dynamically scheduled circuit usually consumes more area than a statically scheduled one.

**Our Solution: Dynamic & Static Scheduling.** In this paper, we propose dynamic and static scheduling (DSS): a marriage of SS and DS that aims for minimal area and maximal performance, as sketched in Fig. 1. The basic idea is to identify the parts of an input program that may benefit from SS—typically parts that have simple control flow and fixed latency—and to use SS on those parts. In the current incarnation of this work, it is the user’s responsibility to annotate these parts of the program using pragmas, but in the future we envisage these parts being automatically detected. The statically-scheduled parts are then treated as black boxes when applying DS on the remainder of the program.

Several challenges must be overcome to make this marriage work. These include: (1) How should one pick suitable loop initiation intervals (IIs) when scheduling the SS parts of the circuit? (2) How should statically scheduled parts be correctly and efficiently integrated into their dynamically scheduled surroundings?

In this paper, we show how these challenges can be overcome, and that, once we have done so, it is possible to obtain 74% of the area savings that would be made by switching from SS to SS and 135% of the performance benefits that would be made by switching from SS to DS. Over several benchmarks, we show that by using DS we can obtain hardware that is 23% faster than SS but uses 182% more area, and by using DSS we can obtain hardware that is 75% faster than SS and only uses 40% more area.

**Paper outline.** In Section 2, we give a working example to motivate the combined scheduling approach in which some scheduling decisions are taken dynamically at run-time and the others are determined offline using traditional HLS techniques. Section 3 provides a primer on existing SS and DS techniques. In Section 4, we describe how our proposal overcomes challenges related to II selection and component integration. Section 5 details a prototype implementation of DSS that uses Xilinx Vivado HLS [28] for SS and Dynamatic [22] for DS. In Section 6, we evaluate the effectiveness of DSS on a set of benchmarks and compare the results with the corresponding SS-only circuits and DS-only circuits.

**Auxiliary material.** All of the source code of benchmarks and the raw data from our experiments are publicly available [9, 11]. Our prototype tool, which relies on the Vivado HLS and Dynamatic HLS tools, is also open-sourced [10].

## 2 OVERVIEW

We now demonstrate our approach via a worked example.

Fig. 2(a) shows a simple loop that operates on an array A of doubles. It calculates the value of \( g(d) \) for each non-negative \( d \) in the array, and returns the sum of these values. The \( g \) function represents the kind of high order polynomial that arises when approximating complex non-linear functions such as tanh or log. If the values in A are provided at run-time as shown at the top of Fig. 2(a), then function \( g \) is only called on odd-numbered iterations.

To synthesise this program into hardware, we consider three scheduling techniques: SS, DS, and our approach, DSS.

**SS can lead to small area but low performance.** The hardware resulting from SS is shown in Fig. 2(b). It consists of three main parts. On the left are the registers and memory blocks that store the data. On the right are several operators that perform the computation described in the code. At the bottom is an FSM that monitors and controls these data operations in accordance with the schedule determined by the static scheduler at compile time. The SS circuit achieves good area efficiency through the use of resource sharing; that is, using multiplexers to share a single operator among different sets of inputs.

The timing diagram of the SS circuit is shown in Fig. 2(d). It is a pipelined schedule with II = 5. The II cannot be reduced further because of the loop-carried dependency on \( s \) in line 11. Since the if decision is only made at run-time, the scheduler cannot determine whether function \( g \) and the addition are performed in a particular iteration. It therefore conservatively reserves their time slots in each iteration, keeping II constant at 5. This results in empty slots in the second and fourth iteration (shown with dashed outlines in the figure), which cause the operations in the next iteration to be unnecessarily delayed.

**DS can lead to large area but high performance.** The DS hardware is a dataflow circuit with a distributed control system containing several small components representing instruction-level operations [22], as shown on the left of Fig. 2(c). Each component is connected to its predecessors and successors using a handshaking interface. This handshaking, together with the inability to perform resource sharing on operators, causes the area of the DS hardware to be larger than the corresponding SS hardware.

The timing diagram of the DS circuit is shown in Fig. 2(e). It has the property that each operator executes as soon as its inputs are valid, so the throughput can be higher than that for SS hardware. For instance, it can be seen that the read of \( A[1] \) in the second iteration starts immediately after the read in the first iteration completes. Most stalls in a DS circuit are due to data dependencies. For instance, the execution of function \( g \) and the addition in the second iteration are skipped as \( d = -0.1 < 0 \), leading to \( s = s_{\text{old}} \). The operation is not carried out immediately after the condition check but stalled until \( s += t \) in the first iteration completes, since it requires the output from the previous operation as input. Then it is immediately followed by \( s += t \) in the third iteration.

**DSS can lead to small area and high performance.** The DSS hardware combines the previous two scheduling techniques. It is based on the observation that although the overall circuit’s performance benefits from DS, the function \( g \) does not because it has a fixed latency. Therefore, we replace the dataflow implementation of \( g \) with a functionally equivalent SS implementation. The SS implementation uses resource sharing to reduce six adders and five multipliers down to just one of each. The rest of the circuit outside \( g \) is the same as the DS circuit. Because \( g \) represents a substantial fraction of the overall hardware, this transformation leads...
In this section, we review the basics of HLS scheduling. We discuss related work in static and dynamic scheduling techniques and contrast them with the approach we present in this work.

### 3.1 Scheduling in HLS

In most HLS tools like LegUp [3] and Vivado HLS [28], the tool flow is divided into two steps: frontend and backend. In the frontend, the input source code is compiled into an intermediate representation (IR) for program analysis and transformation. In the backend, the IR is transformed into an RTL description of a circuit, during which static scheduling is carried out, as well as allocation and binding.

---

1Actually, the latency of function g varies slightly between DS and SS for technical reasons, as explained in Section 6.
The scheduling process in most HLS tools starts by converting the IR into a control/dataflow graph (CDFG) [13]. A CDFG is a two-level directed graph consisting of a number of vertices connected by edges. At the top level, the graph is represented as a control-flow graph (CFG), where each vertex corresponds to a basic block (BB) in the transformed IR, while edges represent the control flow. At a lower level, a vertex corresponding to a BB is itself a data-flow graph (DFG) that contains a number of sub-vertices and sub-edges. Each sub-vertex represents an operation in the BB and each sub-edge indicates a data dependency.

### 3.2 Static Scheduling

In HLS tools, scheduling is the task of translating the CDFG described in the previous section, with no notion of a clock, into a timed schedule [19]. The static scheduler determines the start and end clock cycles of each operation in the CDFG, under which the control flow, data dependencies, and constraints on latency and hardware resources, are all satisfied. One of the most common static scheduling techniques, used by Vivado HLS [28] and LegUp [3], expresses a CDFG schedule as a solution to a system of difference constraints (SDC) [12]. Specifically, it formulates scheduling as a linear programming (LP) problem, where the data dependencies and resource constraints are represented as inequalities. By changing these constraints, various scheduling objectives can be customised for the user's timing requirements.

Besides achieving high performance, static scheduling also takes resource allocation into account, such as modulo scheduling for loop pipelining [29]. It aims to satisfy the given time constraints with minimum possible hardware resources or achieve the best possible performance under the given hardware resource requirements. If the hardware resource constraints are not specified, the binder automatically shares some hardware resources among the operations that are not executed in parallel. This maintains the performance but results in smaller area. In addition, typical HLS tools like Vivado HLS allow users to specify resource constraints via pragmas. In this case, the binder statically fits all operations into a given number of operators or functions based on the given schedule. This may slow down execution if hardware resource is limited.

In summary, static scheduling results in efficient hardware utilisation by relying on the knowledge of the start times of the operations to share resources while preserving high performance. However, when the source code has variable-latency operations or statically indeterminable data and control dependencies, static scheduling conservatively schedules the start times of certain operations to account for the worst-case timing scenario, hence limiting the overall throughput and achievable performance.

### 3.3 Dynamic Scheduling

Dynamic scheduling is a process that schedules operations at runtime. It overcomes the conservatism of traditional static scheduling to achieve higher throughput in irregular and control-dominated applications, as we saw in Fig. 2. Similarly, dynamic scheduling can handle applications with memory accesses which cannot be determined at compile time. For instance, given a statement like $x[h1[i]] = g(x[h2[i]])$, the next read of $x$ can begin as soon as it has been determined that there is no read-after-write dependency with any pending store from any of the previous loop iterations, i.e. $h2$ is not equal to any prior/pending store address $h1$. A dynamically scheduled circuit will allow the next operation to begin as soon as this inequality has been determined; otherwise, it will appropriately stall the conflicting memory access.

Initial work on dynamically scheduled hardware synthesis from a high-level language proposed a framework for automatically mapping a program in occam into a synchronous hardware netlist [18]. This work was later extended to a commercial language named Handel-C [7]. However, it still required the designer to select the constraints to achieve hardware optimisation such as pipelining and parallelism. Venkataramani et al. [26] proposed a framework that automatically transforms a C program into an asynchronous circuit. They implement each node in a DFG of Pegasus [2] into a pipeline stage. Each node represents a hardware component in the netlist, containing its own controlling trigger. This dataflow design methodology was then brought into synchronous design. Recent work [22] proposes a toolflow named Dynamatic that generates synchronous dataflow circuits from C code. It can take arbitrary input code, automatically exploits the parallelism of the hardware and uses handshaking signals for dynamic scheduling to achieve high throughput. In this work, we use Dynamatic to generate dynamically scheduled HLS hardware.

As formalised by Carloni et al. [5], dynamic scheduling is typically implemented by dataflow circuits which consist of components communicating using handshake signals. Apart from all common hardware operators, a dynamically scheduled dataflow circuit contains a number of dataflow components shown in Tab. 1 to control the flow of data.

One difficulty for dynamic scheduling is scheduling the memory accesses. In static scheduling, all the memory accesses are scheduled at compile-time, such that there is no memory conflict during the execution. In dynamic scheduling, the untimed memory accesses may affect correctness and performance if the memory arbitration or the memory conflicting accesses are not correctly solved. Hence, dynamically scheduled circuits use load-store queues (LSQs) [21] to resolve data dependencies and appropriately schedule the arbitrary memory accesses at run-time. In our work, the memory architecture may contain partially-scheduled memory accesses in the static part and unscheduled memory accesses in the dynamic part. We will detail our approach to handle this issue in Section 4.3.

### 3.4 Combining Dynamic & Static Approaches

Several works have explored the integration of certain aspects of dynamic scheduling into static HLS. Alle et al. [1] and Liu et al. [23] propose source-to-source transformations to enable multiple schedules selected at run-time after all the required values are known. Tan et al. [25] propose an approach named ElasticFlow to optimise pipelining of irregular loop nests that contain dynamically-bound inner loops. Dai et al. [14, 15] propose pipeline flushing for high throughput of the pipeline and dynamic hazard detection circuitry for speculation in specific applications. These works are still based on static scheduling and work only under stringent constraints, which limits the performance improvements for general cases, such as complex memory accesses. In contrast, our approach
adds existing hardware optimisation techniques into dynamically scheduled circuits and supports arbitrary code input.

Carloni [4] describes how to encapsulate static modules into a latency-insensitive system, and we use a similar integration philosophy. We utilise this approach within our tool, which automates the generation of circuits from high-level code, resulting in the mix of two HLS paradigms in a single synthesis tool.

4 METHODOLOGY

In this section, we show how to partition and synthesise some functions into SS hardware and the rest of the program into a DS circuit. We first discuss which programs are amenable to our approach. We then explain the selection of II for the SS hardware. Finally, we detail the integration of the SS hardware into the DS circuit using a dedicated wrapper, which ensures that the data is correctly propagated between these two architectures.

4.1 Applicability of Our Approach

Our approach is generally applicable, in the sense that it can be used wherever SS or DS can be used. The following conditions indicate scenarios where our approach is likely to yield the most substantial benefits over DS and SS:

1. There is an opportunity to improve throughput using information that only appears at run-time,
2. At least one region of the code has a constant (or low variability) latency, and
3. This code region has an opportunity for resource sharing.

The first condition indicates that the design may be amenable to DS, as explained in Section 3.3. The second and third reflect the fact that SS determines a fixed schedule and can take advantage of resource sharing. We emphasise that not all of the conditions above need to hold for an input program to benefit from our approach; it is simply that each condition listed above is desirable.

4.2 II Selection for SS Hardware

When using SS, there are often several options for the II of a function or a loop. In this subsection, we discuss some principles that guide how to select an appropriate II for the SS portion of a DSS circuit.

---

Table 1: Dataflow components in DS circuits.

<table>
<thead>
<tr>
<th>Component</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merge</td>
<td>receives an input data from one of its multiple predecessors and forwards it to its single successor.</td>
</tr>
<tr>
<td>Fork</td>
<td>receives a piece of data at its only input and replicates it to send a copy to each of its multiple successors.</td>
</tr>
<tr>
<td>Join</td>
<td>triggers its output only once both of its inputs are available.</td>
</tr>
<tr>
<td>Branch</td>
<td>is a control-flow component that passes a piece of data to one of its two successors, depending on the input condition.</td>
</tr>
</tbody>
</table>

---

Figures 3 and 4 illustrate the LUT usage of different scheduling approaches over the performance for the example from Fig. 2. Each data point on DSS is labelled with the II of function f. Each data point on SS is labelled with the loop II. L indicates the fractions of long latency operations.

Let us consider the case when the entire circuit is generated using SS first. As an example, in Fig. 2 the minimum II of the loop in function filterSum is 5, because of a loop-carried dependency on s that takes 5 cycles. However, a user can also choose a larger II. This can lead to smaller area (because of more opportunities for resource sharing) but higher latency, as shown in Fig. 3 (blue circles). In this case, if the II is increased from 5 to 7, the LUT count is reduced by 28%, at the cost of increasing the latency by 39%.

Now let us consider the DSS case. For the example in Fig. 2, there are various choices of II for function f. The most aggressive solution is to set II = 1 for the highest possible throughput. However, due to the aforementioned loop-carried dependency on s, there is actually no performance benefit if the II is set to anything below 5—the loop-carried dependency dictates that the time between two calls of g is at least 5 cycles (when g is called from two consecutive loop iterations). The time between calls of g will only increase if the iterations that call it are further apart. Hence, if the user’s primary objective is to maximise performance, an II of 5 cycles is sensible.

However, if the user knows more about the expected data distribution of the input, they can choose an even better II for g. Let us explore these effects on the motivating example. We define the fraction of the loop iterations where d >= 0 as to be L, since these have long latency through function g and the summation to s, and
we want only the odd loop iterations are long and the rest are short, where the actual data is not used by the function. Let the actual data distribution affects $L$ over all the loop iterations. Fig. 3 shows the LUT usage and wall clock time of the hardware by three scheduling approaches over several input data distributions. We assume the circuit is ideally buffered so the data is fed in a uniform distribution. In the figure, it can be seen that the best II for function $g$ varies in terms of the input data distribution. For example, in Section 2, where only the odd loop iterations are long and the rest are short, $L$ is 0.5 and the optimal II for function $g$ is 6.

More generally, a suitable II can be selected for a function $f$, where $1/II$ of a component can be considered as its maximum rate of processing data (also known as maximum throughput). The maximum II of function $f$ that does not affect the overall program execution time is defined as its DSS optimal II ($II_{opt}$). It depends on two constraints, the maximum producing rate allowed from its predecessors, $1/II_p$, and the maximum consuming rate allowed by its successors, $1/II_s$.

Fig. 4 shows function $f$ as a component in a DS circuit like Fig. 2(e). It has $N$ predecessors to produce data to the function and $M$ successors to take data from the function. Let the actual data rate between function $g$ and its $i$th predecessor be $r_{pi}$, the actual data rate between function $g$ and its $i$th successor be $r_{si}$, and the II of function $f$ be $II_f$. Then we can see from the figure that:

\[
\begin{align*}
&\forall i \in [1, N], \ r_{pi} \leq \min \left(1/II_p, 1/II_f \right) \quad (1) \\
&\forall j \in [1, M], \ r_{sj} \leq \min \left(1/II_s, 1/II_f \right) \quad (2) \\
&\forall i \in [1, N], \ r_{overall} \leq r_{pi} \quad (3) \\
&\forall j \in [1, M], \ r_{overall} \leq r_{sj} \quad (4)
\end{align*}
\]

Assuming no other component in the system limits the overall rate of function $f$, shown as $r_{overall}$, this rate can be expressed as the minimum value of all $r_p$ and $r_s$. To maximise hardware performance, we want $r_{overall}$ to be high. The external II $II_{ext}$ refers to the maximum II among all the IIs in the graph except function $f$:

\[
II_{ext} = \max \left(II_{p1}, \ldots, II_{pN}, II_{s1}, \ldots, II_{sM} \right) \quad (5)
\]

When $1/II_f > 1/II_{ext}$, function $f$ is overperforming and it consumes unnecessary hardware resources. In contrast, when $1/II_f < II_{ext}$, although function $f$ has small area, it also becomes the performance bottleneck, limiting the overall rate. Knowing such a trade-off between area and performance, the DSS optimal II of function $f$, $II_{opt} = 1/II_{ext}$. This results in the actual overall rate $r_{overall} = 1/II_{opt}$ for the example in Fig. 4. Similar analysis can be extended to the whole dataflow graph.

The processing rates of dataflow components depend on the topology of the circuit and the input data distribution. Other works have investigated these effects [17, 24] and their formal definition is therefore out of the scope of this work. Here, we only give an example of the rate analysis for the motivating example in Fig. 2.

The rate analysis of a portion of the dataflow circuit from Fig. 2(c) is shown in Fig. 5. The green labels show the II constraints of each component and the blue labels represent the actual rate along each edge between two components. The rate changes when the data goes through the dataflow components shown in Section 3.3, as detailed below:

\[
\begin{align*}
\text{Merge}: & \quad r_{out} = r_{in1} + r_{in2} \\
\text{Fork}: & \quad r_{in} = r_{out1} + r_{out2} \\
\text{Join}: & \quad r_{out} = r_{in1} + r_{in2} \\
\text{Branch}: & \quad r_{out1} = r_{in} = r_{out1} + r_{out2}
\end{align*}
\]

Due to the loop-carried dependency on the adder, where the output $s$ is sent back to the input, the II of the circuit is limited by the latency of the feedback loop containing an adder and a buffer. That latency is 5 cycles, hence any value of the II of that adder that is no greater than 5 does not affect the performance. In this case, the input and output rate of the adder is limited: II $\geq 5$. Since there is no dataflow component in the path, $II_2 = II_6 \geq 5$. The top component consuming $d$ is a branch component, which sends data to one of two outputs according to the $1f$ condition. The II of a branch component can be determined by:

\[
II_{branch} \geq \max \left(II_{in}, II_{out1} \times p_1 + II_{out2} \times (1 - p_1) \right) \quad (10)
\]

where $II_{in}$ is the II of its predecessor, $II_{out1}$ is the II of its first successor, $p_1$ is the fraction of the data going into its first successor, and $II_{out2}$ is the II of its second successor. In the figure, the predecessor is known not to be the bottleneck as the upper loop in Fig. 2(c) can feed $d$ every clock cycle. In addition, one of the successors, $sink$, has $II_1 \geq 1$ as it can take data every clock cycle, and the other is function $g$ with $II_2 \geq 5$. With half of the iterations being long, that is $p_1 = 0.5$, we have $II_6 \geq 0.5 \times 1 + 0.5 \times 5 = 3$. This means the highest overall rate is $r_0 = 1/3$, where the component consumes 1 set of data every 3 cycles on average. This agrees with the schedule in Fig. 2(c) that the hardware consumes 2 sets of data every 6 cycles and repeats. At the highest rate, the rate of the input is split into two edges through the branch component in terms of the fraction of the data going into the corresponding successor:

\[
\begin{align*}
&\text{rout1} = p_1 \times r_{in}, \\
&\text{rout2} = (1 - p_1) \times r_{in}
\end{align*}
\]

In this case, $r_2 = r_0/2 = 1/6$. Similar analysis can be performed on other branch components in the circuit, resulting in the rate of each edge shown in Fig. 5. In conclusion, the rate to the function $g$ is $1/6$ at the highest overall rate, and the DSS optimal II of function

![Figure 5: Rate analysis for the motivating example.](image-url)
g is $II_{\text{opt}} = 6$. Smaller IIs may cause less area saving and larger IIs may cause performance degrading. For all input data distributions in Fig. 3, the SS approach appears as a single line. The DS solution is always the same hardware architecture (i.e. constant LUT count) but with performance varying with the changing input data distribution. Our approach is shown as multiple green lines, one for each input data distribution. The design with DSS optimal II, shown as the elbows in the DSS lines, can have better performance than the DS hardware by improving the maximum clock frequency with SS implementation. In addition, the DS hardware can also have comparable area efficiency compared to the SS hardware in terms of LUT and DSP usage.

By performing the rate analysis above, we have the DSS optimal II of function $g$ equal to $II_{\text{opt}2} = 1/L + 4$:

Knowing $II_d = 1$, $II_0 = (1 - L) \times II_1 + L \times II_2$ (13)
Knowing $II_1 \geq 1$ and $II_2 \geq 5$, $II_0$ (14)
For best performance, $II_0 = 1 + 4L$ (15)

$r_0 = 1/II_0, r_2 = r_0 \times L, r_2 = 1/II_2 \Rightarrow II_{\text{opt}2} = 1/L + 4$ (16)

For instance, at $L = 1$, the DSS optimal II is 5, the same as the minimum loop II from SS. When $L = 0$, function $g$ and the adder for + are never used, so the II of the function does not affect the latency of the whole program. In this case, the DSS optimal II is infinity, i.e. function $g$ is no longer needed.

In this work, we let users manually determine the optimal II for the SS function in the DSS hardware. In general, finding the optimal II for an SS function can be difficult as it depends on both the topology of the circuit and the input data distribution. However, even if users have only some information on the circuit, such as the maximum II achievable due to loop-carried dependencies, the hardware optimisation is still promising. In the figure, the DSS hardware with $II = 5$ for the SS function does not have minimum area but still achieves significant area reduction compared to the DSS hardware. Although the hardware is underperforming, the difference in area reduction by switching from $II = 5$ to $II = 6$ is significantly smaller than that by switching from $II = 1$ to $II = 2$.

### 4.3 Integrating SS Hardware into DS Hardware

A DS circuit is constructed as a dataflow circuit, containing a number of small components, while an SS circuit has a centralised FSM for control. We regard each SS circuit as a component in the dataflow circuit, indicated in Fig. 2(c). In this subsection, we explain how to make an SS circuit behave like a DS component so that it can be integrated into the overall DS hardware. Let us look at function $g$ in Section 2 for example, which is a single-input and single-output function. The multiple-input and multiple-output cases are discussed shortly.

In the DS circuit part, each component communicates with its predecessors and successors using a set of handshaking signals as shown in Fig. 6(a). Each DS component uses the bundled data protocol [8] for communication, where each data connection has request and acknowledgement signals. For instance, the following is the control interface of a component from Dynamatic [22]:

- $pValid$: an input signal indicating that the data from the predecessor is valid,
- $valid$: an output signal informing the successor that the data from the current component is valid,
- $nReady$: an input signal indicating that the successor is ready to take a new input, and
- $ready$: an output signal informing the predecessor that the current component is ready to take a new input.

On the other hand, the traditional SS hardware has a different interface only to monitor and control the states of the centralised FSM. An example of an HLS tool that generates SS hardware is Vivado HLS [28]. For a function named $g$ synthesised into SS hardware, its control interface is as follows:

- $ap\_ce$: The clock enable signal controls all the sequential operations driven by the clock.
- $ap\_ready$: The ready signal from the SS hardware indicates that it is ready for new inputs.
- $ap\_done$: The done signal indicates the output from SS hardware at the current clock cycle is valid.

The interface synthesis of an SS circuit is not compatible with the above handshaking signals in a DS circuit. To overcome this issue, we add a wrapper around each SS circuit, ensuring that the data propagates correctly between the SS circuit and the DS circuit. This wrapper is generated in two steps: 1) In an SS circuit, any output is only valid for one clock cycle. A $valid$ signal is designed to correctly send the data to the successor and preserve the output when backpressure from the successor occurs; 2) Since there may be a pipeline stall caused by this component, a $ready$ signal is designed to send the backpressure to the predecessor, ensuring any valid input is not lost.

We now discuss those two steps in more detail.

**Constructing the valid signal.** In an SS-only circuit, where the entire schedule is determined at compile-time, the arrival time of each input can be predicted. However, this is not the case in DS as the behaviour of the rest of the DS circuit is unknown. Two choices are available: 1) stalling the SS function until valid input data is available, or 2) letting the SS function continue to process data
actively in its pipeline, marking and ignoring any invalid outputs. Since the SS function does not have the knowledge of the rest of the DS circuit, the first approach may cause unnecessary stalls. Hence, for performance reasons, we take the second choice.

An invalid input read and processed by the SS hardware is named a bubble. We use a shift register to tag the validity of the data and propagate only the valid data to the successor, as shown in Fig. 6(b). The shifting operation of the shift register is controlled by the state of the SS hardware to synchronise the data operations in the SS circuit. It shifts to the right by one bit every time the SS hardware takes a new input, as indicated by the ap_ready signal. The new bit represents whether the newly taken input data is valid or not. A zero represents a bubble and a one represents a valid input. The length of the shift register is determined by the latency and the II of function $g$: $\text{[latency/II]}$, where these time constraints are obtained from the scheduling report by the static scheduler. This ensures that when the output is available from the SS hardware, as indicated by the ap_done signal, its validity is indicated by the oldest bit of the shift register. By checking the oldest bit value, only the valid data is propagated to the successor with the valid signal high. In summary, we use the shift register to monitor and control the state of the SS hardware, such that the data can be synchronised between the SS and DS hardware, filtering out the bubbles to ensure the correctness of the function. Similarly, only the memory operations with valid data are carried out.

**Constructing the ready signal.** The valid signal for the successor and the shift register allow data to propagate from the predecessor, through the SS function, to the successor. However, the component is not able to deal with any backpressure from the function or its successor. Backpressure happens when a component is unable to read an input even though it is valid, resulting in its predecessor stalling. In a DS circuit, this issue is solved using handshake signals—the hardware stalls when its output is valid but the successor is not ready, as indicated by its n_ready signal or the ready signal from the successor. We design a control circuit to handle the backpressure between a DS circuit and an SS circuit. Backpressure can arise between a DS circuit and an SS circuit in two ways, which we now discuss.

**Backpressure from SS function to its predecessor.** In this case, the ready signal indicates whether the SS hardware is ready to take an input so ap_ready is directly connected to the ready signal of the wrapper. It sends feedback to the predecessor such that the predecessor can be stalled, holding the valid input to the SS hardware until the SS hardware is ready.

**Backpressure from SS function to its successor.** Since the SS hardware only holds the output for one cycle when running, we stall the process in the SS hardware to preserve the output data. This is achieved by disabling the clock signal, $ap_{.ce} = 0$, so the SS hardware stops all the sequential processes, preserving the output. The condition for such a stall to occur is that the next output from the SS hardware is valid ($valid = 1$) but the successor is not ready ($n_{ready} = 0$). The SS hardware continues running after the n_ready signal is set to high, indicating that the successor is ready to accept the output data of the SS hardware. This additional circuitry ensures that the data exchanged between an SS circuit and a DS circuit is not lost when any stall occurs.

**Handling multiple inputs and multiple outputs.** The example above shows the wrapper for a function with a single input and an output. However, it is also common to have a function with zero or more than one inputs or outputs. If there is no input and output, the external DS circuit would have no corresponding data port for the component, hence no corresponding handshaking signal is needed. Here, we focus on the cases of multiple inputs and outputs.

For multiple inputs, we apply similar methodology from the dataflow circuit [22] to synchronise data with the help of join components. A join component is used for preserving the valid inputs to the SS circuit until all the inputs are valid. This is similar to a DS component with multiple inputs.

For multiple outputs in the SS function, each component has its own handshaking signals. The output handshaking signals are implemented in two parts, the valid and n_ready signals. Firstly, each data has its own valid signal. The SS circuit with multiple outputs has the same number of ap_vld signals, where each ap_vld signal indicates whether the corresponding data is valid. Instead of forwarding the ap_vld signal to the AND gate at the bottom left of Fig. 6(b), each ap_vld signal is ANDeD with the oldest bit of the shift register and forwarded to the corresponding valid signal. The number of n_ready signals is the same as the number of successors. All the n_ready signals of the wrapper are inverted and connected to the NAND gate in Fig. 6(b), such that the backpressure from any successor can stall the SS hardware.

**Handling memory accesses.** The SS hardware has its scheduled memory accesses and can directly interact with the memory, while the DS hardware requires an LSQ [21] to schedule the memory accesses at run-time before accessing the data. In DSS hardware, a combination of two memory architectures needs to be handled. An LSQ is beneficial for programs that have irregular memory accesses and can have high performance using dynamic scheduling as explained in Section 3.3. It does not bring performance improvements when implementing regular computation in the form of an SS circuit. Therefore, in this work, we only allow conflict-free memory accesses between the SS part and the DS part; that is, LSQs are not needed, or are only responsible for the DS part, while the SS part has its own memory ports.

**Summary.** We identify code that is amenable for DSS, where the design quality of the resulting hardware can be improved. In addition, we show that rate analysis can further improve area efficiency and performance of the DSS hardware. With optimal II of the internal SS function, the DSS hardware can not only have comparable performance to the DS hardware but comparable area efficiency to the SS hardware. With our wrapper, the SS hardware can work correctly in a DS circuit.

### 5 IMPLEMENTATION

Our approach is generic and can be used with various SS and DS HLS tools. For our work, we choose Vivado HLS [28] and Dynamic [22] to synthesise the SS and DS hardware respectively. Our toolflow is shown in Fig. 7. The user-defined scheduling constraints are configured using pragmas. Our tool takes the input C++ code and splits the functions into two groups, representing the SS and the DS functions, as specified by the user. We synthesise a function without
any scheduling constraints to DS hardware by default. Our tool supports the integration of multiple SS functions into a DS function. The SS functions are synthesised by Vivado HLS with a user-defined II. Any SS function without an II specification is synthesised with the optimal II determined by Vivado HLS. The resultant SS hardware is then automatically wrapped up to ensure compatibility with the DS circuit interface, as described in Section 4.3. Each input variable or output variable of the function is constructed as a data port with a set of handshaking signals. Any memory port for array accesses from the SS function is directly forwarded to the memory block.

In the DS function that contains SS functions, each SS function appears as a single component in the DS hardware netlist. We access the dataflow graph in Dynamatic that contains the timing constraints of all these DS components and update the II and latency of each SS function in terms of the corresponding scheduling report from Vivado HLS. This ensures correct hardware optimisation in the backend of Dynamatic. Finally, the resultant RTL files represent the final DSS hardware of the top function.

6 EXPERIMENTS

We evaluate our work on DSS on a set of benchmarks, comparing with the corresponding SS-only and DS-only designs. We assess the impact of DSS on both the circuit area and the wall clock time.

We evaluate our approach on the latency and the area of the whole hardware compared to existing scheduling approaches. Specifically, we select a number of benchmarks, where the DS approach generates hardware with lower latency than the SS approach, and show how the area overhead can be reduced while preserving low latency. To ensure fairness, we present the best SS solution from Vivado HLS and the best DS solution from Dynamatic for each benchmark as a baseline. In addition, we assume that the designer has no knowledge of the input data distribution for the DSS hardware and show that the area and execution time can still be reduced. This means we use the conservative II automatically obtained from Vivado HLS, i.e. the smallest possible II determined by only the topology of the circuit like loop carried dependency. The timing results of our work are shown as a range of values that depends on the input data distribution. We obtain the total clock cycles from ModelSim 10.6c and the area results from Post & Synthesis report in Vivado. The FPGA family we used for result measurements is xc7z020clg484 and the version of Vivado software is 2018.3. All our designs are functionally verified in ModelSim on a set of test vectors representing different input data distributions.

6.1 Benchmarks

We apply our approach to seven benchmarks:

1. sparseMatrixPower performs dot product of two matrices, which skips the operation when the weight is zero.
2. histogram sums various weight onto the corresponding features but also in a sparse form.
3. gSum sums a number of polynomial results from the array elements that meet the given conditions where the difference between two elements from the arrays is non-negative.
4. gSumIf is similar but the SS function returns one of two polynomial expressions based on the value of the difference.
5. getTanh performs the approximated function $\tanh(x)$ onto an array of integers using the CORDIC algorithm [16] and a polynomial function.
6. getTanh(double) is similar but uses an array of doubles.
7. BNNKernel is a small binarised neural network [27].

The benchmark programs are selected based on the features where DS can bring the performance benefits, indicated in Section 4.1. The first two benchmarks are made artificially to demonstrate simple examples. The third and fourth benchmarks are the sparse form of the corresponding benchmarks from the paper by Josipović et al. [22]. The two getTanh benchmarks apply the existing approximation algorithms on sparse data arrays. These benchmarks are all made publicly available [11].

6.2 Overall Experimental Results

In most benchmarks, our approach has less area and execution time than the corresponding DS hardware. Fig. 8 shows the overall design quality of our approach compared to the SS and DS solutions, complementing the detailed results in Tab. 2. In the figure, we show three arrows for each benchmark: the best case (all inputs
Table 2: Evaluation of design quality of DSS over seven benchmarks. Assuming the data distribution is unknown, the II of the static function in DSS is selected as the II in the worst case (L = 1).

<table>
<thead>
<tr>
<th>Benchmarks</th>
<th>LUT</th>
<th>DSP</th>
<th>Registers</th>
<th>Total Cycles</th>
<th>Fmax/MHz</th>
<th>Wall Clock Time/us</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SS</td>
<td>DS</td>
<td>SS</td>
<td>DS</td>
<td>SS</td>
<td>DS</td>
</tr>
<tr>
<td>sparseMatrixPower</td>
<td>299</td>
<td>206</td>
<td>465</td>
<td>317</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>histogram</td>
<td>3</td>
<td>9</td>
<td>102</td>
<td>990</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>gSum</td>
<td>5</td>
<td>2209</td>
<td>7874</td>
<td>4514</td>
<td>17</td>
<td>79</td>
</tr>
<tr>
<td>gSumII</td>
<td>5</td>
<td>3552</td>
<td>12868</td>
<td>5422</td>
<td>31</td>
<td>32</td>
</tr>
<tr>
<td>getTanh</td>
<td>1</td>
<td>1114</td>
<td>6154</td>
<td>14077</td>
<td>12</td>
<td>6</td>
</tr>
<tr>
<td>BNNKernel</td>
<td>1</td>
<td>2272</td>
<td>2453</td>
<td>2579</td>
<td>50</td>
<td>50</td>
</tr>
</tbody>
</table>

Normalised geometrical mean 1.20 1.52 1.00 1.17 1.00 1.00 0.89 1.00 0.34 0.73

Detailed results for these benchmarks are shown in Table 2, considering all the cases of possible input distribution (from all long to all short). In general, the “Total Cycles” column is a range because the control decisions taken in the code depend on input values. For the SS case, the number of total cycles is often independent of the input due to pipelining worst-case assumptions made by the SS scheduler. However, in the case of sparseMatrixPower, the SS scheduler decides to implement the outer loop of the circuit without pipelining, resulting in sequential execution of iteration and hence also variable execution time. There is also a small difference between the total clock cycles of the DS hardware and the DSS hardware. One of the reasons is that the existence of bubbles causes pipeline stalls at startup and then the throughput is stabilised. The cycle count of the SS hardware in the DSS hardware may also be different from the corresponding DS hardware, which also affects the critical path (like function $g$ in Section 4.2). In some of the benchmarks like $g$Sum, the II of the top function is high limited by the topology of the circuit, leading to more area saving. For the benchmarks that contain sparse data operations like sparseMatrixPower, although the memory is shared, it can be proved that there is no memory conflict between the SS part and the DS part. Therefore the design quality of the hardware can still be improved by DSS. The DS pipelining capabilities are not always as powerful as those of SS when pipelining more complex loops (i.e. the DS hardware sometimes contains more restrictive synchronisation logic which may prevent complete loop pipelining). Hence, in getTanh, the DSS design benefits in cycle count by introducing the fully pipelined SS function. The benchmark BNNKernel shows that multiple SS functions can be synthesised using our tool. Ideally, all the regular operations in the input code can be synthesised as SS hardware to maximise area efficiency and performance. If the input data distribution is known, the design quality of the DSS hardware for all these benchmarks can be further improved (as in Section 4.2).

7 CONCLUSION

In high-level synthesis, dynamic scheduling is useful for handling irregular and control-dominated applications. On the other hand, static scheduling can benefit from powerful optimisations to minimise the critical path and resource requirements of the resulting circuit. In this work, we combine existing dynamic and static HLS approaches to strategically replace regions of a dynamically scheduled circuit with their statically scheduled equivalents: we benefit from the flexibility of dynamic scheduling to achieve high throughput as well as the frequency and resource optimisation capabilities of static scheduling to achieve fast and area-efficient designs.

Across a range of benchmark programs that are amenable to DSS, our approach on average saves 43% of area in comparison to the corresponding dynamically scheduled design, and results in 1.75× execution time speedup over the corresponding statically scheduled design. In certain cases, the knowledge of the input data distribution allows us to further increase the design quality and may result in additional performance and area improvements. Our current approach relies on the user to annotate via pragmas parts of the code which do not benefit from dynamic scheduling and can, therefore, be replaced with static functions. Our future work will explore the automated recognition of such code and these pragmas.
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3In the figure, 2a, b, c are overlapped and shown as one arrow, so are 6a, b, c and 7a, b, c, also 1a and 1b are overlapped as the SS hardware is unpipelined.
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