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This article combines two practical approaches to improve pointer synthesis within HLS tools. Both approaches focus on inefficiencies in how HLS tools treat the points-to graph – a mapping that connects each instruction to the memory locations that it might access at runtime. HLS pointer synthesis first compute the points-to graph via pointer analysis and then implements its connections in hardware, which gives rise to two inefficiencies. Firstly, HLS tools typically favour pointer analysis that is fast, sacrificing precision. Secondly, they also favour centralising memory connections in hardware for instructions that can point to more than one location.

In this article, we demonstrate that a more precise pointer analysis coupled with decentralised memory connections in hardware can substantially reduce the unnecessary sharing of memory resources. We implement both flow- and context-sensitive pointer analysis and fine-grained memory connections in two modern HLS tools, LegUp and Vitis HLS. An evaluation on three benchmark suites, ranging from non-trivial pointer use to standard HLS benchmarks, indicates that when we improve both precision and granularity of pointer synthesis, on average, we can reduce area and latency by around 42% and 37% respectively.
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1 INTRODUCTION

High-level synthesis (HLS) is the process of automatically compiling behavioral descriptions expressed in software, such as in C, into hardware expressed in register-transfer level (RTL) [8]. HLS is beginning to gain traction in industry since it improves design productivity and its quality of results are becomingly comparable to hand-written RTL [3, 18]. As such, it is crucial to keep pushing the boundaries of modern HLS compilers to support more program features and better analyses [25]. One such effort to push the boundaries of C-based HLS is the synthesis of pointers.

In C, pointers enable dynamic addressing of memory locations, which in turn enables the expression of dynamic data structures such as linked lists and trees. Although many HLS tools accept C as their input language, most do not have good support for pointers. For instance, some HLS tools, like LegUp [5] and Bambu HLS [27] are overly conservative with implementing pointers, while others, like Vitis HLS [47], do not support pointers at all. Due to the recent surge of interest in HLS, we believe that now is the time to scrutinise and explore efficient pointer synthesis within modern-day HLS tools. Furthermore, recent HLS works on synthesising pointer-manipulating
programs [44, 45], atomic pointers [30, 32] and dynamic memory allocation [10, 11, 24, 48, 49] are examples where pointers are used non-trivially, increasing the need for efficient pointer synthesis in future HLS tools.

The key to implementing pointers in HLS is the \textit{points-to graph}, which associates each instruction in the program with the set of memory locations it might access at runtime [17, 36]. The standard HLS approach is first to compute the points-to graph and then to implement its connections between memory instructions and memory elements in hardware. In this article, we focus on inefficiencies that arise during these two steps.

\textbf{Precise pointer analysis.} The points-to graph of a program is computed by a \textit{pointer analysis}. The number of connections in this graph can depend on the precision of this analysis. Although fully precise pointer analysis is undecidable [29], there are several analyses that can yield good precision within a reasonable time on large codebases [9, 13, 15, 40, 41, 43, 52].

Existing HLS tools tend to sacrifice precision in favour of quicker analysis times. For example, LegUp HLS uses an implementation of Andersen analysis [13], as it claims that the compiler community has developed fast insensitive analyses [21, §4.11]. Alas, Andersen analysis is flow- and context-insensitive. We demonstrate that switching to a pointer analysis due to Sui and Xue [39] that is flow-sensitive (considers the order of instructions in a program) and context-sensitive (considers a function’s calling context) can substantially reduce false sharing of memory resources, with minimal impact on analysis times.

\textbf{Fine-grained memory connections.} Once the points-to graph is computed, HLS tools must determine how to connect instructions to the memory locations that they could point to during runtime. Existing HLS tools that support pointers take what we call a \textit{coarse-grained} approach, where a centralised memory subsystem is put in place. Any instructions that can point to more than one memory location are forced to access these locations via a global memory controller. This approach ensures accessibility but introduces complicated circuitry for address arbitration and forces independent memory accesses to be serialised. LegUp takes this approach for all instructions, except for those that are connected to just one location in the points-to graph [22, §4.2.3.1]. Vitis HLS only synthesises programs where \textit{all} memory instructions are connected to just one location [46, Chapter 1].

Instead of adopting coarse-grained memory connections, as provided by modern HLS tools, we investigate the efficacy of decentralising the memory connections between instructions and the locations they can point to at runtime. We implement fine-grained memory connections in which the global memory controller is eschewed in favour of a series of per-instruction arbiters. The idea is to connect each instruction directly to the memory locations that it might access at runtime (as determined by the pointer analysis), and to handle address disambiguation locally. Although there are well-known approaches to decentralise memory connections [33–35], they have largely been overlooked and unimplemented by modern HLS tools. However, given the rising influence of HLS and the growing need for pointers in HLS, such approaches must be revisited systematically. We must especially explore their effects within the context of also scrutinising points-to precision.

\textbf{Article Outline.} In summary, we make the case for improving the precision and granularity of pointer synthesis of HLS tools. We outline the following material in this article:

1. In §2, we present a worked example that demonstrates why and how precision and granularity influence pointer synthesis within HLS.
2. In §3, we describe how we have prototyped flow- and context-sensitive pointer analysis (§3.1) and fine-grained memory connections (§3.2) within two modern HLS tools, LegUp [21] and Xilinx Vitis HLS [47].
Table 1. A summary of how precise, fine-grained pointer synthesis affects area and latency. (More details about our experiments are in Section 4.) We write ▼ to indicate decreases and ▲ to indicate increases. On average, improving the precision and granularity of pointer analysis leads to 42% and 37% in area and latency reductions across three benchmarks and two HLS tools.

<table>
<thead>
<tr>
<th>benchmark</th>
<th>LegUp HLS</th>
<th>Vitis HLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>area</td>
<td>latency</td>
</tr>
<tr>
<td>PTABen</td>
<td>▼67%</td>
<td>▼49%</td>
</tr>
<tr>
<td>Array Partitioning</td>
<td>▼11%</td>
<td>▼16%</td>
</tr>
<tr>
<td>CHStone</td>
<td>▲1%</td>
<td>▲2%</td>
</tr>
<tr>
<td>combined</td>
<td>▼25%</td>
<td>▼22%</td>
</tr>
</tbody>
</table>

(3) In §4, we evaluate the effects of precision and granularity of pointer synthesis in both HLS tools using three benchmark suites:
- a benchmark suite with non-trivial pointer use called PTABen [50],
- a benchmark suite used for HLS array partitioning [6], and
- a standard HLS benchmark suite called CHStone [12].

Summary of results. The choice of benchmarks for evaluating our work is a delicate one. We have included the standard CHStone benchmark because it is widely used, but as shown in Table 1, our approach has a negligible effect there. (That said, we found that disabling function-inlining on these benchmarks leads to more opportunities for precise pointer synthesis, as we discuss in §4.3.) The problem with CHStone is that it is designed to reflect the kind of programs that work well with current HLS tools, and hence avoids non-trivial pointer use, probably because HLS tools do not support pointers very well. In turn, we believe that one reason HLS tools do not have good pointer support is the lack of demand for non-trivial pointer use from HLS benchmarks. Thus, in this article, we seek to move beyond this chicken-and-egg situation by including other benchmarks too.

The PTABen benchmarks involve non-trivial use of pointers, and Table 1 shows that precise, fine-grained pointer synthesis has the most impact on these benchmarks. Some improvements are also seen from the array partitioning benchmarks, which consist of more regular but partitioned memory accesses. Current HLS tools can do a decent job on these benchmarks but there are still inaccuracies in interpretation of the points-to graph.

Comparison to our prior work. This article extends our conference paper at FPL 2020 [31] in three ways. Firstly, in our conference paper, we identified that the points-to graph supplied to HLS pointer synthesis is often imprecise. In this article, we further identify that pointer synthesis itself is centralised and does not completely exploit the reduction in memory connections made possible by precise pointer analysis. Hence, we explore a holistic approach of not only focusing on precision but also connection granularity to improve the efficiency of pointer synthesis in HLS. Secondly, where the conference paper only prototyped our implementations for the LegUp tool, this article shows how our implementations are also effective when applied to the Xilinx Vitis HLS tool. Finally, where the evaluation in our conference paper was limited to the PTABen benchmark suite, this article includes two further benchmark suites: array partitioning and CHStone.

Supplementary material. We provide some supplementary material which includes an LLVM pass that allows programs with pointers that can point to multiple locations, which would otherwise not be synthesisable via Vitis HLS [1]. The details of this LLVM pass are discussed in §3.2.2.
int a = 1, b = 2;  
int c = 3, r = 0;  
int *p;

void f() {
    r += *p; ❶  
}  

int main() {
    p = &a; ❷ f();
    p = &b; ❷ f();
    p = &c;  
    r += *p; ❷  
    return r;
}  

(a) a program

(b) imprecise analysis  
(c) precise analysis

(d) imprecise coarse-grained hardware  
(e) precise coarse-grained hardware

(f) imprecise fine-grained hardware  
(g) precise fine-grained hardware

Fig. 1. An example program that uses pointers non-trivially. Figs. 1b and 1c shows the points-to graph generated by an insensitive Andersen analysis and precise analysis respectively. Figs. 1d and 1e represents the hardware generated by LegUp, using the results of Figs. 1b and 1c respectively. Figs. 1f and 1g represents hardware generated by our modifications to both LegUp and Vitis HLS, using the results of Figs. 1b and 1c respectively. In Fig. 1b, blue arrows are the results on Andersen analysis. Red lines are the points-to relation between pointer instructions and memory variables.
2 MOTIVATING EXAMPLE

In this section, we discuss an example that shows how precise analysis and fine-grained memory connections influence HLS-generated pointer hardware.

Consider the program in Fig. 1a, which consists of a pointer, p, and four variables, a, b and c and r. Overall, the program accumulates the dereferenced value of p three times. We disable inlining for this example, to avoid HLS optimisations. In this program, p is first assigned to a, then to b and finally to c. Note that the function f is called after the first two assignments. p is dereferenced once within function f, labelled as ❶, and once in main, labelled as ❷.

At the LLVM-level, each direct access to p is a LLVM instruction. Additionally, dereferencing pointer p requires two LLVM loads. In practice, the code in Fig 1a also generates three stores to p and two loads of p. For brevity, we have eliminated these direct accesses to p in our diagrams.

Insensitive Andersen analysis. When Andersen analysis interprets this program, it infers that p may point to either a, b or c, as shown by the blue arrows in Fig. 1b. Notice that Andersen analysis relates variables without considering any instructions, i.e. the output of Andersen analysis is \{ (p, a), (p, b), (p, c) \}. From this output, the best a HLS tool can infer is that both ❶ and ❷ may access a, b or c during runtime, i.e. \{ (❶, a), (❶, b), (❶, c), (❷, a), (❷, b), (❷, c) \}, as shown by the red lines in Fig. 1b. In summary, Andersen analysis suggests that both memory instructions may access any of the three variables at runtime.

Some HLS tools, such as LegUp, enable such possibility via its addressable memory controller that handles pointer disambiguation at runtime. Fig. 1d shows hardware generated using a memory controller based on Andersen analysis. On one side, instructions ❶ and ❷ are connected to the controller and, on the other side, memory elements of a, b and c are also connected to the controller. Additionally, ❶ and ❷ may alias and must not be scheduled in parallel or out-of-order.

Precise pointer analysis. A flow- and context-sensitive analysis understands the order in which the assignment to p occur: a, b and then c. Hence, a precise analysis can infer that ❶ is called after p is assigned to a and b, but not c. Also, it infers that ❷ always accesses c. As a consequence, a precise analysis provides a more refined points-to result in Fig. 1c, compared to Andersen analysis in Fig. 1b. Notice that precise analysis relates instructions to variables, rather than variables to variables as in Andersen analysis.

This refined points-to graph influences pointer synthesis in HLS tools, reducing addressing circuitry by removing false sharing. For example, ❶ only accesses a and b, and ❷ only ever accesses c during runtime. Hence, only ❶, a and b need to be connected to the memory controller and ❷ can be directly connected to c, as shown in Fig. 1e. This optimisation reduces arbitration within the memory controller and simplifies the addressing circuitry of ❷ and c. Finally, the scheduler can reorder ❶ and ❷.

Fine-grained memory connections. Figs. 1d and 1e show groups of instructions and memory elements that have been forced to share a single physical connection. This physical connection limits the possibility of independent accesses and also increases false sharing. Instead using a memory controller, we can localise the memory connections on a per-instruction basis.

Fig. 1f shows how we introduce fine-grained memory connections, instead of the memory architecture in Fig. 1d. We introduce multiplexing per pointer load (or demultiplexing per pointer store) based on the set of inputs of the points-to graph. In this case, the points-to graph is from Andersen analysis, i.e. Fig. 1b. The selection criterion of each multiplexer is the runtime value of p.

Using fine-grained connections simplifies the addressing circuitry in two ways. Firstly, the memory

\footnote{Since LLVM memory instructions use three-address code [19]}
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elements can be accessed without latency delays from the memory controller. Secondly, arbitration is localised to each instruction.

Combining precision and fine-grained connections. The key benefit of using fine-grained connections is that we can customize the memory connections for each pointer instruction. This customization is advantageous when the points-to graph is precise for each instruction, as in Fig. 1c. Fig. 1g shows the memory architecture resulting from improving both precision and connection granularity. The runtime value of \( p \) can only point to these two elements. \( \Theta \) is directly connected to \( c \), without necessitating a multiplexer, or even loading the runtime value of \( p \). In summary, this generated hardware is smaller and faster than all previous generated hardware discussed in this example.

3 METHOD

In this section, we prototype our implementations to improve precision and connection granularity of pointer synthesis. Our implementations focus on tackling inefficiencies both generation and interpretation of points-to graph within modern HLS tools.

In §3.1, we focus on introducing more precise pointer analysis when generating the points-to graph. Although precise pointer analysis is well studied in the software world, it has been hardly considered in the HLS context. Hence, we leverage flow- and context-sensitive pointer analysis from SVF [39], which is an LLVM-based pointer analysis tool. We can pass the intermediate LLVM IR of both LegUp and Vitis HLS to SVF to generate more precise points-to graphs. Handling these precise graphs require a fundamental shift in how modern HLS tools view points-to graphs. We discuss this view in detail.

Then, in §3.2, we focus on inferring fine-grained memory connections when interpreting the points-to graph. Although well-known methods [34, 35] exist, these methods have neither been considered in comparison to modern HLS memory controllers nor evaluated in the context of points-to precision of pointer synthesis. We explore both these aspects. We prototype two implementations within LegUp and Vitis HLS respectively to improve connection granularity. For LegUp HLS, we tap into its backend to prevent the generation of a global memory controller, but instead prototype memory arbitration on per-instruction basis. For Vitis HLS, we prototype a front-end implementation inspired by Séméria et al. [34, 35]. Both these prototypes are then supplied with refined points-to graphs from precise pointer analysis, to evaluate the influence of points-to precision within HLS.

3.1 Leveraging precise pointer analysis

To leverage precise analysis, we must first understand how Andersen analysis is used in HLS. Let \( V \) be the set of variables in the IR code. Andersen analysis produces a points-to relation between variables, \( AnderPts \subseteq V \times V \). For example, \( AnderPts = \{(p, a), (p, b), (p, c)\} \) based on the IR code in Fig. 1a, as shown by the blue arrows in Fig. 1b.

3.1.1 Understanding imprecise analysis. An LLVM-based HLS tool uses the results of Andersen analysis to generate the memory addressing for all indirectly-addressed LLVM memory instructions. From this analysis, an HLS tool infers a points-to relation between instructions and variables. Let \( I \) be the set of LLVM memory instructions. Let \( deref \subseteq I \times V \) relate instructions to pointers that it dereferences. \( InstPts \) relates instructions and variables, i.e. \( InstPts \subseteq I \times V \). \( InstPts \) is inferred using the results of Andersen analysis, as follows:

\[
InstPts = DirectPts \cup IndirectPts
\]
where

\[ \text{IndirectPts} = \{(i, v) \mid i \in I \land v \in V \land \exists v_p \in V. (i, v_p) \in \text{deref} \land (v_p, v) \in \text{AnderPts}\} \]

\text{DirectPts} represents directly addressed instructions, which are instructions whose variables are expressed in the LLVM source. For example, all loads and stores to @p and @r in Fig. 1a are part of \text{DirectPts}. \text{IndirectPts} represents indirectly addressed instructions, where this relation between instructions and variables that must be inferred from Andersen analysis. \text{IndirectPts} defines that an instruction \( i \) points to variable \( v \) if instruction \( i \) dereferences a pointer \( v_p \), i.e. \( (i, v_p) \in \text{deref} \), and Andersen analysis states that \( v_p \) points to \( v \). For example, since \text{AnderPts} = \{(p, a), (p, b), (p, c)\} and \{((\text{1}, p), (\text{2}, p))\} \in \text{deref}, \text{1} and \text{2} must be related to \text{a, b and c i.e.}

\[ \text{IndirectPts} = \{(\text{1}, a), (\text{1}, b), (\text{1}, c), (\text{2}, a), (\text{2}, b), (\text{2}, c)\}. \]

Together, \text{DirectPts} and \text{IndirectPts} form a points-to graph that LegUp uses for memory addressing. \text{IndirectPts} is shown by red edges in Fig. 1b.

### 3.1.2 Implementing precise analysis.

A precise pointer analysis produces a points-to relation between instructions and variables, i.e. \( I \times V \), for all LLVM memory instructions. We utilise the SVF pointer analysis [39], that can be configured as either a flow-sensitive analysis (\( \text{FSInstPts} \subseteq I \times V \)) or a flow-and-context-sensitive analysis (\( \text{FSCSInstPts} \subseteq I \times V \)). In general, \( \text{FSCSInstPts} \subseteq \text{FSInstPts} \subseteq \text{InstPts} \), since SVF’s flow-sensitive analysis takes Andersen analysis as input and SVF’s flow-and-context-sensitive analysis takes its flow-sensitive analysis as input.

An LLVM-based HLS tool can directly use the points-to relation of SVF for memory addressing, i.e. \( \text{IndirectPts} = \text{FSInstPts} \) or \( \text{IndirectPts} = \text{FSCSInstPts} \). This is because SVF directly provides the relation between instructions and variables \( (I \times V) \) to the HLS tool, rather than forcing the HLS tool to derive the points-to relation from Andersen analysis that only relates variables \( (V \times V) \). For example, for the code in Fig. 1a, SVF generates \( \text{IndirectPts} = \text{FSInstPts} = \{(\text{1}, a), (\text{1}, b), (\text{2}, c)\} \).

SVF encodes that \text{1} only accesses \text{a and b} and \text{2} only accesses \text{c}, as seen in Fig. 1c.

### 3.1.3 SVF implementation details.

We did not tightly integrate LegUp and Vitis HLS with SVF, since all three tools were implemented with different LLVM versions. So, we designed a simple interface between these HLS tools and SVF via file I/O streams. SVF is a demand-driven pointer analysis [16], which applies flow- and/or context-sensitive analysis on a per-instruction basis. However, we configure SVF to analyse the entire program, with unlimited time and memory budgets, since we want to exploit the best-case precision for every instruction. We configure SVF to support several LLVM instructions for indirect accesses including loads, local variables, arrays, function arguments, selects and phi-nodes. We can also support multiple pointer indirections, since it still translates to instructions points to variables.

### 3.2 Introducing fine-grained memory connections

Whenever an instruction points to more than one variable, the HLS-generated hardware must be able to cope with pointer disambiguation. \text{MultiAddrInst}, is defined as follows:

\[ \text{MultiAddrInst} = \{i \in I \mid \exists v \in V, \exists v' \in V. v \neq v' \land (i, v) \in \text{InstPts} \land (i, v') \in \text{InstPts}\} \]

where an instruction \( i \) is in \text{MultiAddrInst} if it points to at least two distinct variables \( v \) and \( v' \) in \text{InstPts}. In the next two subsubsections, we discuss how LegUp and Vitis HLS natively deal with pointer instructions that can point to more than one variable and how we introduce per-instruction arbitration for these instructions.
Implementing indirect loads of code in Fig. 1a within LegUp HLS.

3.2.1 Generating per-instruction arbitration without memory controller in LegUp HLS. LegUp HLS supports pointer disambiguation via a global memory controller. All the instructions in \( \text{MultiAddrInst} \) are connected to one side of memory controller. Any memory variables can be accessed by \( \text{MultiAddrInst} \) must be also be connected to the controller, which LegUp refers to as global memories. The set of LegUp’s global memories, \( \text{GlobalMem} \), is defined as follows:

\[
\text{GlobalMem} = \{ v \in V | \exists i \in \text{MultiAddrInst}. (i, v) \in \text{InstPts} \}
\]

\[
\text{LocalMem} = V \setminus \text{GlobalMem}
\]

where any variable \( v \) is implement as global memory (\( \text{GlobalMem} \)) if an instruction \( i \) is in \( \text{MultiAddrInst} \) and points to \( v \). All other variables are implemented in local memories, which can be directly connected.

For example, LegUp infers the following from Andersen analysis in Fig. 1b: \( \text{MultiAddrInst} = \{ \#1, \#2 \} \), \( \text{GlobalMem} = \{ a, b, c \} \) and \( \text{LocalMem} = \emptyset \). The memory connections in Fig. 1d is based on this imprecise inference. However, LegUp infers the following from SVF’s precise analysis in Fig. 1c: \( \text{MultiAddrInst} = \{ \#1 \} \), \( \text{GlobalMem} = \{ a, b \} \) and \( \text{LocalMem} = \{ c \} \). The memory connections in Fig. 1e are based on this precise inference.

Fig. 2a shows the original LegUp connections to handle pointer disambiguation. Each instruction must obey the signalling protocol of the controller: enable, write enable, address, read data and write data signals. Loads only require three signals as seen in the figure, whereas stores require four signals. If the memory element is an array, then the address signal is also required to index the array. In this example, the address signal is provided to \( \#1 \) and \( \#2 \) by the runtime value of \( p \), as shown in the dotted lines of Fig. 2a. This value is directly wired as the address signal to the memory controller.

Fig. 2b shows how we can customise each instruction’s memory connections based on the points-to graph in Fig. 1c. For \( \#1 \), we read the value of \( p \) and compare it against the address tag of \( a \), i.e. \( A\_\text{TAG} \). We maintain the same addressing space from the memory controller for the comparison. Then, we feed the result of the comparison to a multiplexer that is tailored to \( \#1 \). Based on the points-to graph, the choice for \( \#1 \) is only between \( a \) and \( b \). Additionally, \( \#2 \) is directly wired to \( c \). We do not even need to read the runtime value of \( p \) for \( \#2 \) in Fig. 2b, compared to Fig. 2a. In general, we must introduce multiplexing for as many variables that an instruction can point to and for all necessary signals depending on whether the instruction is a load or a store.

3.2.2 LLVM transformations to support fine-grained connections in Vitis HLS. Natively, Vitis HLS does not provide any hardware to perform address disambiguation at runtime. As such, Vitis HLS...
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<table>
<thead>
<tr>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>(@a = \text{global i32} 1)</td>
<td>(@a = \text{global i32} 1 /\ A_\text{TAG}=1)</td>
</tr>
<tr>
<td>(@b = \text{global i32} 2)</td>
<td>(@b = \text{global i32} 2 /\ B_\text{TAG}=2)</td>
</tr>
<tr>
<td>(@c = \text{global i32} 3)</td>
<td>(@c = \text{global i32} 3 /\ C_\text{TAG}=3)</td>
</tr>
<tr>
<td>(@p = \text{global i32}^* \text{NULL})</td>
<td>(@p = \text{global i32} 0 /\ P_\text{TAG}=4)</td>
</tr>
</tbody>
</table>

(a) enumerating address

<table>
<thead>
<tr>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\text{store } @a, ** @p)</td>
<td>(\text{store } 1, @p \ /\ A_\text{TAG}=1)</td>
</tr>
<tr>
<td>(\text{store } @b, ** @p)</td>
<td>(\text{store } 2, @p \ /\ B_\text{TAG}=2)</td>
</tr>
<tr>
<td>(\text{store } @c, ** @p)</td>
<td>(\text{store } 3, @p \ /\ C_\text{TAG}=3)</td>
</tr>
</tbody>
</table>

(b) updating pointer addresses

<table>
<thead>
<tr>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>(%1 = \text{load } ** @p)</td>
<td>(%2 = \text{load } * %1)</td>
</tr>
<tr>
<td>(%2 = \text{load } @a)</td>
<td>(%2 = \text{load } * %1)</td>
</tr>
<tr>
<td>(%3 = \text{load } @b)</td>
<td>(%3 = \text{load } @a)</td>
</tr>
<tr>
<td>(%4 = \text{icmp } %1, 1 /\ A_\text{TAG}=1)</td>
<td>(%4 = \text{icmp } %1, 1 /\ A_\text{TAG}=1)</td>
</tr>
<tr>
<td>(%5 = \text{select } %4, %2, %3)</td>
<td>(%5 = \text{select } %4, %2, %3)</td>
</tr>
<tr>
<td>(%6 = \text{load } @c)</td>
<td>(%6 = \text{load } @c)</td>
</tr>
<tr>
<td>(%7 = \text{icmp } %1, 3 /\ C_\text{TAG}=3)</td>
<td>(%7 = \text{icmp } %1, 3 /\ C_\text{TAG}=3)</td>
</tr>
<tr>
<td>(%8 = \text{select } %7, %6, %5)</td>
<td>(%8 = \text{select } %7, %6, %5)</td>
</tr>
</tbody>
</table>

(c) replacing indirect load of \(\emptyset\) after Andersen analysis

<table>
<thead>
<tr>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>(%1 = \text{load } ** @p)</td>
<td>(%2 = \text{load } * %1)</td>
</tr>
<tr>
<td>(%2 = \text{load } @c)</td>
<td>(%2 = \text{load } @c)</td>
</tr>
</tbody>
</table>

(d) replacing indirect load of \(\emptyset\) after precise analysis

Fig. 3. Snippets of LLVM IR from Fig. 1a before and after our Vitis transformation, inspired by Séméria et al. [34, 35].

is fundamentally limited in its ability to support pointer-manipulating code [46, Chapter 1]. Unless
the pointer analysis can statically determine the single location that a pointer dereferences from,
Vitis HLS forbids the pointer code from being synthesised, i.e. it only supports pointer code when
\(\text{MultiAddrInst} = \emptyset\).

In order to evaluate any non-trivial pointer code in meaningful manner, we have to address this
limitation within Vitis HLS. Hence, we extend Vitis HLS to handle cases when \(\text{MultiAddrInst} \neq \emptyset\).
As mentioned earlier, Vitis HLS does not provide any memory controller capabilities. We considered
introducing a memory controller in hardware at Verilog level for Vitis HLS. Unfortunately, this option was ruled out since we had no access to its back-end generator, unlike with LegUp HLS. Therefore, the possibility of implementing coarse-grained memory connections was eliminated within Vitis HLS. As consequence, we focussed on introducing a front-end optimisation to support pointer synthesis. Vitis HLS now enables us to tap into its front-end by injecting an LLVM source-to-source pass. Using this mechanism, we introduce fine-grained memory connections for pointer synthesis within Vitis HLS, which we provide in our supplementary material.

We implement a standard HLS method to implement fine-grained memory connections by Séméria et al. [34, 35]. Although this method is well-known, it has not been implemented in the context of evaluating precision of pointer synthesis, which is the focus of this section. We re-write the LLVM IR compiled from Fig. 1a, which involves three key transformations, as illustrated in Fig. 3.

The first transformation enumerates all memory locations in the code to allow direct addressing of these variables, as shown in Fig. 3a. We also replace pointer variables with regular variables, just like the declaration of @p. Our pass only supports global variables and arrays currently. We can extend our prototype to support local variables in the future.

The second transformation replaces all direct pointer instructions. For example, Fig. 3b shows three stores to **p that we replace with the respective address tags. These transformations must be implemented to both loads and stores. We must also keep track of all the replaced instructions and make sure we replace its use within each basic block.

The third transformation replaces all pointer dereferencing instructions with direct loads or stores and selection (multiplexing) mechanism based on the enumerated addresses. These injected instructions are designed to mimic the same behaviour as the replaced pointer instruction. The set of direct loads and stores are directly obtained from the points-to graph, which we use to load, compare and select the correct variable based on the runtime value of the pointer.

This is where points-to precision matters. If we inject instructions based on Andersen analysis, as in Fig. 1b, then we have to inject four loads (p, a, b and c) and two compare and select pairs to replace ❷, as shown in Fig. 3c. This is because Andersen analysis deems that ❷ could point to a, b or c at runtime. On the other hand, precise analysis eliminates two of three possibilities and states with certainty that ❷ only ever accesses c. Consequently, we can simply inject one direct load from c to replace ❷ with precise analysis, as shown in Fig. 3d.

Hence, the quality of pointer analysis can directly influenced the number of injected instructions, which affects operation scheduling (due to aliasing) and circuit area as well. We also handle indirect stores, which is similar to how we handle indirect loads, only we have to also read from and then update all the locations that a pointer could point to.

More details on our transformation can be obtained from our LLVM source code, which is presented at [1].

4 EVALUATION
We evaluate our prototype implementations on pointer synthesis on three benchmark suites and two different HLS tools. The variation of benchmarks are designed to represent the program properties that range from standard to challenging programs for current HLS tools. The variation in HLS tools shows that our implementations are generally applicable to a variety of LLVM-based HLS tools.

Design points. Fig. 4 shows our six design points: four and two within LegUp and Vitis HLS respectively. The rightward arrows represent our implementation that moves from an imprecise pointer analysis like Andersen analysis to a precise pointer analysis within both HLS tools, as
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Fig. 4. Design points for evaluation.

4.1 Evaluation of PTABen programs

**What is PTABen?** The PTABen benchmark suite comprises over 400 hand-written programs that test for correctness and precision of pointer analyses. Although these pointer-based programs may be common programming patterns within modern software codebases, these patterns are relatively new to the HLS community.

**Which programs do we select?** PTABen organises its programs in terms of testing objectives. We identified programs whose objective is to test the flow- and context-sensitivity of pointer analysis (two subfolders). Out of 50 programs, we are able to synthesise 32 programs. The remaining programs are unsynthesisable because they require dynamic memory allocation, recursion or C structures.

**Do we make changes to these programs?** We minimally modify these 32 programs from PTABen for our purposes. PTABen inserts alias checks, via backdoor calls to SVF, that are meant to instrument the points-to precision of various instructions. We convert these backdoor calls into non-inlined
functions where we dereference all pointers involved. These changes enable us to instrument the points-to sets of individual instructions of HLS-generated hardware. We also accumulate all dereferenced values and return the final output, so that the HLS tools cannot optimise away any pointer-relation instructions.

**What is the pointer profile of selected programs?** Table 2 shows the number of memory instructions and memory locations within each PTABen program that we synthesised. These include both direct and indirect accesses as well as pointer and variable/array locations. On average, each PTABen program has a mean of 32 instructions (with standard deviation of 21 instructions) and 12 locations (with standard deviation of 5 locations).

<table>
<thead>
<tr>
<th>Program</th>
<th>Memory instructions</th>
<th>Memory locations</th>
</tr>
</thead>
<tbody>
<tr>
<td>cs0</td>
<td>25</td>
<td>8</td>
</tr>
<tr>
<td>cs1</td>
<td>29</td>
<td>11</td>
</tr>
<tr>
<td>cs2</td>
<td>56</td>
<td>23</td>
</tr>
<tr>
<td>cs3</td>
<td>53</td>
<td>20</td>
</tr>
<tr>
<td>cs4</td>
<td>38</td>
<td>16</td>
</tr>
<tr>
<td>cs5</td>
<td>38</td>
<td>8</td>
</tr>
<tr>
<td>cs6</td>
<td>39</td>
<td>7</td>
</tr>
<tr>
<td>cs7</td>
<td>34</td>
<td>12</td>
</tr>
<tr>
<td>cs8</td>
<td>34</td>
<td>17</td>
</tr>
<tr>
<td>cs9</td>
<td>44</td>
<td>19</td>
</tr>
<tr>
<td>cs10</td>
<td>46</td>
<td>15</td>
</tr>
<tr>
<td>cs11</td>
<td>22</td>
<td>8</td>
</tr>
<tr>
<td>cs12</td>
<td>22</td>
<td>16</td>
</tr>
<tr>
<td>cs13</td>
<td>32</td>
<td>9</td>
</tr>
<tr>
<td>cs14</td>
<td>24</td>
<td>9</td>
</tr>
<tr>
<td>cs15</td>
<td>14</td>
<td>14</td>
</tr>
<tr>
<td>cs17</td>
<td>68</td>
<td>20</td>
</tr>
<tr>
<td>cs18</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>cs19</td>
<td>18</td>
<td>11</td>
</tr>
<tr>
<td>cs20</td>
<td>29</td>
<td>17</td>
</tr>
<tr>
<td>simple1</td>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td>simple2</td>
<td>26</td>
<td>9</td>
</tr>
<tr>
<td>simple3</td>
<td>18</td>
<td>9</td>
</tr>
<tr>
<td>global1</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>global2</td>
<td>15</td>
<td>8</td>
</tr>
<tr>
<td>global3</td>
<td>20</td>
<td>9</td>
</tr>
<tr>
<td>global4</td>
<td>34</td>
<td>10</td>
</tr>
<tr>
<td>global5</td>
<td>18</td>
<td>12</td>
</tr>
<tr>
<td>branch1</td>
<td>22</td>
<td>7</td>
</tr>
<tr>
<td>branch2</td>
<td>17</td>
<td>6</td>
</tr>
<tr>
<td>branch3</td>
<td>34</td>
<td>9</td>
</tr>
<tr>
<td>strong-update</td>
<td>12</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 2. Number of memory instructions and locations per PTABen program
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Fig. 5. Relative area and latency of different types of precise analysis, relative to imprecise Andersen analysis. Data points represent coarse-grained LegUp ( ), fine-grained LegUp ( ■ ), and fine-grained Vitis ( ▲ ).

As a comparison, the CHStone benchmarks have a mean of 117 instructions (with standard deviation of 112 instructions), which is much larger and more varied than the PTABen programs. However, these consist of mostly direct accesses, and are a very small portion of the design. On the original LegUp implementation (ImpreciseCoarseLegUp), the CHStone programs average at 0.008 memory instructions per ALM, whereas the PTABen programs average at 0.1 memory instructions per ALM. Hence, the PTABen programs have a ratio that is at least an order of magnitude higher than CHStone, which shows the significant increase in complexity of pointer use, and highlights that the PTABen suite is moving beyond standard memory patterns synthesised by most HLS tools.

Result outline. First, we discuss the HLS effects of the different precise analyses that are possible via SVF in §4.1.1. Then, we present the LegUp and Vitis synthesis results in §4.1.2 and §4.1.3.

4.1.1 Understanding the impact of flow- vs flow-and-context-sensitive analysis on PTABen. SVF provides three different configurations: insensitive Andersen analysis, flow-sensitive analysis and flow-and-context-sensitive analysis. Hence, we have two choices when it comes to precise analysis. Fig. 5 shows the hardware area and latency of the two possible choices, relative to imprecise Andersen analysis. These graphs show us two important points. Firstly, regardless of tool or connection granularity, all points are in the lower-left quadrant. This means that both of the precise analyses always lead to improvements (or no change) in both area and latency, compared to imprecise Andersen analysis. Secondly, all the points are on or below the diagonal. This means that flow-and-context-sensitive analysis always leads to improvements (or no change) in both area and latency, compared to just flow-sensitive analysis. This trend is expected, since $FSCSInstPts \subseteq FSInstPts \subseteq InstPts$.

On average, hardware generated from flow- and context-sensitive analysis is 13% smaller and 10% faster than flow-sensitive analysis. Henceforth, when we mention precise analysis, we are referring to flow-and-context-sensitive analysis. All the rightward arrows in Fig. 4 are moving from Andersen analysis (imprecise analysis) to flow-and-context-sensitive analysis (precise analysis).

4.1.2 Evaluating precise, fine-grained pointer analysis of LegUp HLS on PTABen. Fig. 6 shows four metrics that we measure when synthesising the 32 programs from PTABen on our four LegUp-based design points in Fig. 4.
a) Relative edge count

b) Relative area

c) Relative latency

d) Analysis times (in milliseconds)

Fig. 6. Pointer synthesis metrics of LegUp by PTAben programs and by design point. We enumerate the following PTAben programs (from cs_tests and fs_tests) in this order: cs0-15.c, cs17-20.c, simple1-3.c, global1-5.c, branch1-3.c and strong-update.c. All metrics are relative to imprecise coarse-grained LegUp (ImpreciseCoarseLegUp).

The effects of precise analysis on points-to ratio. Fig. 6(a) shows relative edge count of the points-to graph generated by SVF using precise analysis, compared to imprecise Andersen analysis. On average, precise analysis reduces the relative edge count by 17%, compared to imprecise Andersen analysis. We also see that precise analysis can reduce relative edge count by a maximum 37%. There are also programs that do not benefit from precise analysis, i.e. the relative edge count is close to 1, which are the branch programs since sometimes control paths are hard to analyse even by precise analysis.

We only report a single bar per program, because both rightward arrows in Fig. 4 produce the same ratio, i.e. edge count of PreciseCoarseLegUp divided by edge count of ImpreciseCoarseLegUp is the same as edge count of PreciseFineLegUp divided by edge count of ImpreciseFineLegUp.
The effects of precise analysis on analysis times. These edge count reductions comes at a cost of additional time for pointer analysis. Fig. 6(d) shows the analysis times required for both imprecise and precise analysis. Although, on average, precise analysis is 4× slower than imprecise analysis, these analysis times, measured in milliseconds, are insignificant compared to the HLS compilation or hardware synthesis times. For perspective, it takes 5 seconds to compile Program 1 from C to Verilog and another 2 minutes to synthesise the generated Verilog into a bitstream within LegUp HLS.

The effects of precise, fine-grained pointer analysis on hardware runtimes and area. Fig. 6(b) and (c) show the relative area and latency of the generated hardware for our three LegUp-based design points relative to LegUp’s original implementation, which is ImpreciseCoarseLegUp. Please note the area numbers in this paper refer to either ALM in LegUp HLS or LUT count in Vitis HLS, post-place-and-route. These numbers are implicitly proportional to multiplexing circuitry required to implement the memory sharing between pointer instructions and memory locations in hardware.

Introducing precise analysis. The first option is simply to provide LegUp with a more precise points-to graph generated by SVF’s precise analysis, i.e. PreciseCoarseLegUp. On average, PreciseCoarseLegUp reduces area and latency by 60% and 30%, compared to ImpreciseCoarseLegUp. Hence, we see that reduction in edge count directly influences the quality of generated hardware.

Although the edge count is reduced for all except three programs (programs 29 to 31), we do not see reduction in area and latency for the same number of programs. For example, we do not see area reduction via PreciseCoarseLegUp in six programs (instead of three): Program 9, 14, 15, 18, 24 and 25. We also do not see latency reduction for programs 9, 14, 15 and 18. The reason for this is, despite the points-to graph becoming more precise, LegUp is unable to simplify the addressing circuitry or memory allocation, i.e. LegUp still uses their global memory controller. Despite FSCSInstPts ⊂ InstPts for these programs, LegUp may generate the same GlobalMem. These observations led to our second option.

Introducing fine-grained connections. The second option is to use imprecise Andersen analysis but introduce fine-grained per-instruction arbitration, i.e. ImpreciseFineLegUp. On average, ImpreciseFineLegUp reduces area and latency by 54% and 39%, compared to ImpreciseCoarseLegUp, despite both design points using the same input points-to graph. ImpreciseFineLegUp can reduce area and latency by up to 96% and 67%, compared to ImpreciseCoarseLegUp. We see that fine-grained connections either reduce area or latency for all expect one program (Program 30). Avoiding use of the memory controller can result in reduced addressing circuitry or reduced cycle count to access the same memory element. ²

On average, compared to PreciseCoarseLegUp, using fine-grained connections increases area but reduces latency. However, with closer observation, we see that whether ImpreciseFineLegUp or PreciseCoarseLegUp performs better depends on the program, as they can outperform each other. Sometimes reducing the edge count improves hardware performance more than fine-grained connections, and vice versa. Also, occasionally, PreciseCoarseLegUp is slightly above 1. These cases are rare and shows that sometimes PreciseCoarseLegUp may suffer from longer critical paths. These observations led to our third option.

Introducing both precise analysis and fine-grained connections. The third option combines precise analysis and fine-grained memory connections within LegUp, i.e. PreciseFineLegUp. On average, PreciseFineLegUp reduces area and latency by 67% and 49%, compared to ImpreciseCoarseLegUp.

²A load via a memory controller always takes one cycle, whereas direct load can be instantaneous, if it is a register. A store via a memory controller takes two cycles whereas a direct store takes one cycle.
Hardware generated by PreciseFineLegUp can reduce area and latency by up to 98% and 80%. In general, we see that the benefits of precise analysis is amplified when memory generation is sensitive to the points-to precision. This is because PreciseFineLegUp reduces false sharing both at the level of graph connections as well as hardware memory connections.

4.1.3 Evaluating precise, fine-grained pointer analysis of Vitis HLS on PTABen. Fig. 7 shows relative area and latency versus relative edge count from employing precise analysis within Vitis HLS. As noted previously, Vitis HLS does not implement coarse-grained or fine-grained memory connections. We implement fine-grained memory connections within Vitis HLS, as discussed in §3.2.2. Then, we can apply precise analysis on top of our implementation of fine-grained connections in Vitis, as shown by rightward arrow in Fig. 4.

Firstly, note that almost all of the points are below \( y = 1 \). This means that employing precise analysis almost always leads to a reduction (or no change) in both area and latency. Also, on average, we see that employing precise analysis within Vitis HLS via PreciseFineVitis reduces area and latency by 40% and 26%, compared to ImpreciseFineVitis. PreciseFineVitis can reduce area and latency by up to 76% and 63%, compared to ImpreciseFineVitis. Only one program is 5% larger in PreciseFineVitis, compared to ImpreciseFineVitis, which we can attribute to a very small program having relatively large synthesis variations.

4.2 Evaluation of array partitioning benchmarks

What is EASY? The next set of programs we evaluate are the array partitioning benchmarks from EASY by Cheng et al. [6]. These are a set of programs that consist of independent functions that are meant to access independent matrices that have been partitioned from the same source. As such, these partitioned programs are more typical benchmarks for HLS since consists of array accesses and loops with fixed intervals. We synthesise all five programs of this benchmark: matrix multiplication, matrix addition, histogram, line-of-sight and substring.

What is the programming paradigm of EASY? For each benchmark, we partition the function and data by powers of 2, from 1 up to 16, and generate individual programs for each partition count. Figure 8 shows this programming paradigm, where we have two partitioned arrays and two
int *p;
int p1[SIZE], p2[SIZE];

int f1(){ return p[0];}
int f2(){ return p[0];}

int main(){
int ret;
p=p1; ret = f1();
p=p2; ret += f2();
return ret;
}

(a) an EASY program

Fig. 8. A minimal example of the EASY programming paradigm (partition count of 2) and why precise analysis benefits pointer synthesis of both LegUp and Vitis HLS

independent functions sharing a pointer p. The main function assigns different array partitions to different function calls. Within each function, this pointer is dereferenced and used for the particular EASY computations. In the original EASY programs, these functions are compiled using C pthreads as independent functions, however the scope of this article is only for sequential C programs. We target these programs on both LegUp and Vitis HLS.

Figures 8b and 8c shows the points-to results of Andersen (imprecise) and precise analysis respectively. In the case of imprecise analysis, the HLS tool is informed that both functions could access both array partitions, which means the HLS tool must put in place pointer disambiguation circuitry. Precise analysis, on the other hand, identifies the one-to-one connection between the different functions and partitions, enabling simpler memory circuitry and reduces false sharing of independent partitions. In the case of Vitis HLS, the tool also identifies that there is no aliasing between f1 and f2, and therefore the functions can run in parallel. In contrast, LegUp HLS executes one basic block at a time, but the memory arbitration is simplified by precise analysis.

4.2.1 Evaluating precise, fine-grained pointer synthesis of LegUp HLS on EASY. LegUp HLS only supports execution of a single basic block at any given time. Although functions are deemed to be independent, they cannot execute in parallel within LegUp HLS. Hence, the cycle count is very similar across partition counts and design points for each benchmark. So, as shown in Fig. 9, we report the clock frequencies versus area utilisation for each benchmark and LegUp design point (Fig. 4), where each data point is a partition count.

ImpreciseCoarseLegUp, the original LegUp implementation, suffers most clock frequency degradation as we increase the partition count for all five benchmarks. This design point connects all pointer instructions to all partitioned arrays, generating large fan-ins and fan-outs that directly delay the critical path.

Instead of connecting all instructions to global memory controller, we can introduce arbitration on a per-instruction basis, i.e. ImpreciseFineLegUp (downward arrow in Fig 4). The clock frequency of ImpreciseFineLegUp degrades at a slower rate than ImpreciseCoarseLegUp. On average, ImpreciseFineLegUp has 2% higher frequency than ImpreciseCoarseLegUp. ImpreciseFineLegUp’s frequency can either be up to 20% faster or slower than ImpreciseCoarseLegUp. This difference of degradation
Fig. 9. Clock frequency against area utilisation in LegUp HLS for both imprecise and precise analyses on HLS benchmarks exploring array partitioning by Cheng et al. [6]. We show imprecise coarse-grained LegUp (ImpreciseCoarseLegUp, ), imprecise fine-grained LegUp (ImpreciseFineLegUp, ), precise LegUp (PreciseCoarseLegUp and PreciseFineLegUp, )

is not very obvious for line-of-sight and substring, since their independent functions still share a few arrays.

What ImpreciseFineLegUp may gain in frequency, compared to ImpreciseCoarseLegUp, it loses in area overheads. Per-instruction arbitration is costly for arrays and gets costlier as we scale
the partition count. On average, \textit{ImpreciseFineLegUp} generates circuits that are 30\% larger than \textit{ImpreciseCoarseLegUp}. \textit{ImpreciseFineLegUp}'s hardware can be up to 2.3× larger than \textit{ImpreciseCoarseLegUp}.

We also can employ precise analysis (rightward arrows in Fig 4) to these programs. Since precise analysis generates a points-to ratio of one for all these programs, the connection granularity does not matter. As such, both \textit{PreciseCoarseLegUp} and \textit{PreciseFineLegUp} generate the same hardware for these programs. On average, \textit{PreciseFineLegUp} generates circuits that are 20\% faster and 11\% smaller, compared to \textit{ImpreciseCoarseLegUp}. As we scale the partition count, \textit{PreciseFineLegUp} can be up to 60\% faster and 38\% smaller compared to \textit{ImpreciseCoarseLegUp}. \textit{PreciseFineLegUp} is also 20\% faster and 30\% smaller, compared to \textit{ImpreciseFineLegUp}. Reducing the number of points-to graph connections significantly reduces the area required for memory connections in hardware.

4.2.2 Evaluating precise, fine-grained pointer synthesis of Vitis HLS on EASY. Fig. 10 shows the impact of employing precise analysis within Vitis HLS. Vitis HLS allows for multiple functions to run in parallel using the dataflow pragma. However, this pragma only works if the alias analysis identifies that functions are independent. Precise analysis is able to do so (rightward arrow in Fig 4). On average, \textit{PreciseFineVitis} is 3.7× faster and 38\% smaller than \textit{ImpreciseFineVitis}, with a maximum of 50× faster and 94\% smaller. \textit{PreciseFineLegUp} can be 70\% slower and 50\% larger than \textit{ImpreciseFineVitis}, but only when the partition count is one. We see that the latency of matrix multiplication, matrix addition and histogram scales with partition count, unlike line-of-sight and substring. This is because the latter two benchmarks still share arrays after partitioning, which means the dataflow pragma does not parallelise functions.

4.3 Evaluation of CHStone benchmarks

What is CHStone and why did we choose it? The final set of benchmarks we evaluate is the CHStone benchmark suite [12]. CHStone is a standard HLS benchmark consisting of 12 programs from various domains such as arithmetic, media processing, security and microprocessor design. The main motivation for experimentation on the CHStone benchmark is to evaluate the performance of our methods on a standard HLS benchmark. We also chose CHStone since it is reflection of the argument that current HLS benchmarks only have trivial pointer use.

Which method and HLS tool did we evaluate CHStone on? There were two limiting factors in our experimentation specific to CHStone. Firstly, we do not discuss the impact of precise analysis on CHStone programs, i.e. all horizontal arrows in Figure 4. Since the pointer use is trivial, the points-to results of imprecise Andersen analysis and precise SVF analysis are the same. Therefore, we implemented precise analysis by default for CHStone. Instead, we focus on only understanding the effect of fine-grained memory connections on pointer synthesis.

Secondly, we only experiment with CHStone programs within LegUp HLS. There were several reasons for this decision. First, the CHStone benchmarks and synthesis contraints have been heavily optimised within the LegUp tool. Hence, it is a very good baseline, which may not necessarily produce a positive result on our method. It was important for us to showcase that our method may not be effective in some cases. Second, it is a considerable amount of time to efficiently port CHStone to Vitis HLS including the right optimisations and synthesis directives to achieve a strong enough baseline for experimentation.

Due to these limiting factors, we only explore one vertical arrow in Figure 4 from \textit{PreciseCoarseLegUp} to \textit{PreciseFineLegUp}. Please note that these factors only apply specifically to the CHStone experiments. Instead, we have add an extra dimension of discussion to CHStone: function inlining. The effects of fine-grained memory connections with and without function inlining shows how
Fig. 10. Latency against area utilisation in Vitis HLS for both imprecise and precise analyses on HLS benchmarks exploring array partitioning by Cheng et al. [6]. We show imprecise fine-grained Vitis (ImpreciseFineVitis, ), and precise fine-grained Vitis (PreciseFineVitis, ).

overoptimised HLS benchmarks can be and how the slightest change can offer new problems and insights.

Employing fine-grained connections in LegUp HLS for CHStone. However, introducing fine-grained memory connections can improve latency and area. Fig. 11(a) shows the summary of the relative
latency vs area when implementing fine-grained connections. First, note that none of the data points are in the top half of the graph. This means our implementation never generates designs that are slower than the original CHStone synthesis in LegUp. Most programs lie at (1,1), which means they are not affected by fine-grained connections. This is because most CHStone programs have a points-to ratio (edge count divided by number of instructions) of one, that is \( \text{MultiAddrInst} = \emptyset \). Only two programs have points-to ratio larger than one: \texttt{adpcm} and \texttt{jpeg}. These two programs, which are represented by the two points not at (1,1) in Fig. 11(a), run 6% and 3% faster with fine-grained connections. Fine-grained connections reduce area by 4% for \texttt{jpeg} but increase area by 15% for \texttt{adpcm}. This could be because \texttt{adpcm}’s points-to ratio of 1.5 is much larger than \texttt{jpeg}’s points-to ratio of 1.1.

The effects of fine-grained connections when function inlining is disabled. The points-to ratio of CHStone programs are optimised for inlining. When we disable inlining, the points-to ratio of most CHStone programs become larger than one. In general, inlining small trivial functions enables localised compiler optimisations, thereby reducing latency. However, inlining large complex functions leads to replication of large functions, thereby increasing area. Fig. 11(b) shows the relative latency vs area when implementing fine-grained connections (\texttt{ImpreciseFineLegUp}) after disabling inlining for CHStone programs, compared to the inlined CHStone within original LegUp (\texttt{ImpreciseCoarseLegUp}). We see that most programs are slower, since most points reside in the top half of the graph. On average, \texttt{ImpreciseFineLegUp} is 60% slower than \texttt{ImpreciseCoarseLegUp}, with a maximum of 5x. However, we also see that 8 out of 12 programs are on the left half of the graph. This suggests that \texttt{ImpreciseFineLegUp} can reduce area, compared to \texttt{ImpreciseCoarseLegUp}. On average, circuits generated by \texttt{ImpreciseFineLegUp} are 10% smaller than \texttt{ImpreciseCoarseLegUp}. Circuits generated by \texttt{ImpreciseFineLegUp} can also be up to 65% larger than \texttt{ImpreciseCoarseLegUp}. We also see a corner case where when disable inlining, \texttt{ImpreciseFineLegUp}’s implementation of \texttt{motion} is 75% smaller and 20% faster than \texttt{ImpreciseCoarseLegUp}, simply by disabling inlining since the points-to ratio remained one and unchanged.
4.4 Worst-case analysis

There are programs that can cause the time taken for precise analysis to grow significantly. A natural way to construct programs that are challenging to analyse precisely is to use recursion. However, recursion is generally unsupported by HLS tools. So, we devise a pathological program consisting of numerous non-recursive function calls, each assigning different addresses to a pointer. Fig. 12a shows a sample program execution with three levels of call depth, where each node is a function call. Fig. 12b shows the analysis times of all three analyses, as we scale the call depth of this synthetic program. We see that analysis time of flow- and context-sensitive analysis grows significantly faster than the other two analyses. This example suggests that the time penalty of using precise analysis is only noticeable for programs that are rather large or contrived, both of which are unlikely to appear in practice.

4.5 Summary of results

In this section, we have evaluated our implementations on three benchmark suites with different properties. The PTABen benchmark suite is a set of programs that use pointers in non-trivial ways. Our implementations generate PTABen hardware that reduces area and latency by 67% and 49% in...
LegUp HLS (40% and 26% in Vitis HLS). These results provide a good reflection of how future HLS tools should adapt to growing program complexities in the software world.

The array partitioning benchmark suite is a set of programs that use arrays extensively and include various HLS angles such as memory partitioning, aliasing and loop pipelining. Our implementations generate array-partitioned hardware that reduces area and latency by 11% and 16% in LegUp HLS (94% and 92% in Vitis HLS).

Finally, the CHStone benchmark suite is a standard HLS suite that represents the different application domains synthesised via HLS. Our implementations generate CHStone hardware that reduces latency by 2% on average in LegUp HLS, and is never slower than the original implementation. We also show that CHStone programs are heavily optimised for inlining. When we disable inlining, our implementations can reduce area by 10% but increase latency by 60%.

5 RELATED WORK

In this section, we discuss existing pointer synthesis within HLS and the different existing pointer analyses in software.

5.1 Existing pointer synthesis in HLS

Séméria et al. [33] were the first to support the synthesis of pointers via HLS. Their method first replaces loads and stores to pointers with case statements and then encodes the addresses of each case label. Our work is inspired by theirs in that we also attempt to enumerate possible loads and stores before selecting the right choice. However, they never compared their method to any other architectures, most likely because they pioneered pointer synthesis. In addition, their implementation is based on the SUIF compiler framework, which is outdated and hardly used. Furthermore, they only tested very few programs that were synthetically generated and one CHStone program: jpeg. These reasons made it hard for us to compare against their work in a meaningful manner. In this article, we intend to perform these comparisons systematically, especially in the context of improving points-to precision. Our article is the first to evaluate several implementations across multiple benchmarks and tools.

Pilato et al. [28] propose implement memory accesses within high-level synthesis in a semi-automatic framework. Their approach is of addressing pointers is coarse-grained. They implement pointers as input ports, requiring runtime addressing for pointer disambiguation. They also propose global interconnections that connects all module to each other using elaborate memory interfacing, in a ring-like fashion [28, Figure 7]. Additionally, all memories are targeted as BRAM regardless of whether they are variables or arrays. Finally, they require users to use pragmas to allocate memories either internally or externally to a function. Their methodology of supporting pointers is very different to LegUp or Vitis HLS, since pointers are allocated directly in DRAM, which is possibly off-chip. As such, it was not possible to compare their work to ours.

Two prior works, by Séméria et al. [33] and Zhu et al. [51], support precise pointer analysis within HLS. However, neither work empirically studies the effects of precision on hardware synthesis. Séméria et al. developed their tool within the SUIF framework [42], which has a flow- and context-sensitive pointer analysis developed by Wilson and Lam [43].

5.2 Existing pointer analysis in software

Insensitive pointer analyses. There are several insensitive pointer analyses [2, 4, 38]. Two well-known insensitive pointer analyses are Andersen [2] and Steensgaard analysis [38]. Both these approaches can be viewed as constructing a constraint graph with variables as nodes and points-to relations as edges and then computing the transitive closure of this graph.
Among all the insensitive pointer analyses, Andersen analysis is the most-widely used algorithm [17, 36]. Hence, there have been many attempts to improve the analysis times of Andersen analysis including Hardekopf et al. [13]. Hardekopf et al. noticed that cycles between nodes result in the same points-to set for all those nodes and hence proposed online cycle detection to improve the practical running time of Andersen analysis. LegUp HLS uses an LLVM version of this algorithm [21, §4.11].

Precise pointer analyses. There are several flow-sensitive analyses. Most flow-sensitive analyses are implemented as data-flow analysis [7, 15], that iteratively propagates information across the entire program. Although this propagation improves precision, it necessitates significantly more compute time and memory. Hence, more recent tools [14, 39] utilise sparsity to reduce time and memory complexity.

There are several context-sensitive pointer analyses. Some of these analyses are flow-insensitive [20, 23, 26, 41]. Several other analyses are both flow- and context-sensitive [9, 37, 40, 43, 51]. Although most these tools would return the same points-to graph, several options were either built using non-LLVM compiler framework [9, 43], written in Java [37] or based on symbolic analysis [51], thus requiring redesign. Hence, in this paper, we utilise SUPA [40], an extension of SVF [39] built in LLVM, which supports flow- and context-sensitive pointer analysis.

6 CONCLUSION

In this article, we implemented methods to improve the precision and connection granularity of pointer synthesis within HLS tools. Our implementations overcome practical HLS inefficiencies that focus on the generation and interpretation of the points-to graph. Additionally, our article is the first to systematically and comprehensively test these different implementations across several benchmarks and HLS tools.

Firstly, we have shown that implementing a more precise analysis (flow-and-context-sensitive) reduces unnecessary sharing of HLS memory resources, with minimal impact on analysis times.

Secondly, we have shown that introducing fine-grained memory connections further improve the sensitivity of the hardware connections to the points-to precision. Fine-grained memory connections introduces on per-instruction basis reduce unnecessary sharing of memory connections and aliasing during memory scheduling. We show that when both precision and connection granularity are improved, we can reduce area and latency by around 42% and 37% across three benchmark suites, ranging from non-trivial pointer use to standard HLS benchmarks, and two HLS tools.

As the complexity of pointer-based programs synthesisable via HLS increases, pointer synthesis will become increasingly important. We hope this work motivates research into how HLS tools compute the points-to graph and how back-end generators analyse, customise and implement this graph in hardware. We also hope this work motivates research into considering more complex memory elements in the points-to graph such as heaplets, stacks (function scoping) and C structures required to support data structures like linked lists and trees. Another interesting direction that we did not consider in this work is pointer use within multi-threaded programs.
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